Appendix A

Equation of state for sea water

UNESCO formula (Millero and Poisson [121]) for density of sea water:

\[ \rho = \rho_0 + A \cdot S + B \cdot S^{3/2} + C \cdot S^2 \]  \hspace{1cm} (A.1)

\[ A = 8.24493 \times 10^{-1} - 4.0899 \times 10^{-3} T + 7.6438 \times 10^{-5} T^2 \]
\[ - 8.2467 \times 10^{-7} T^3 + 5.3875 \times 10^{-9} T^4 \]  \hspace{1cm} (A.2)

\[ B = -5.72466 \times 10^{-3} + 1.0227 \times 10^{-4} T - 1.6546 \times 10^{-6} T^2 \]  \hspace{1cm} (A.3)

\[ C = 4.8314 \times 10^{-4} \]  \hspace{1cm} (A.4)

\[ \rho_0 = 999.842594 + 6.793952 \times 10^{-2} T - 9.095290 \times 10^{-3} T^2 + 1.001685 \times 10^{-4} T^3 \]
\[ - 1.120083 \times 10^{-6} T^4 + 6.536332 \times 10^{-9} T^5 \]  \hspace{1cm} (A.5)

Where T is in Deg C, S is in psu, and \( \rho_0 \) and \( \rho \) are in \( Kg/m^3 \).
Appendix B

Results of the auxiliary experiments

The experiments carried out in Chapter 4 to predict the upper ocean thermal structure in the central Arabian Sea, did not consider salinity variations. The inaccuracy in the predicted salinity may affect the results. The effect of salinity will be examined below in section B.1 by forcing the model with in situ salinity measurements.

Similarly, the attenuation of solar light in the main experiments corresponds to a constant clear oceanic water type-I (Jerlov [102]). The effect of a varying chlorophyll profile will be examined in section B.2, by forcing the model with in situ measurements using a spectral light attenuation scheme.

In all the experiments achieved (Chapter 4), the atmospheric forcing fluxes from the JGOFS mooring were used. How does the mixed layer respond to the individual forcing fluxes? These response will be examined in section B.3.

B.1 Impact of salinity

Salinity plays potential role in controlling the temperature structure by affecting the density field. The numerical experiments carried out in Chapter 4 did not account for the impact of salinity. The governing equation of the salt balance did not include the impact of advective processes (due to lack of data). As a consequence the predicted salinity structure differs significantly from the observed value (see Fig. B.1). At the surface, the differences between the observed and predicted salinity are large during the SW monsoon (upto 0.8 psu). In sub-surface the differences are large during January to mid-July (upto -0.8 psu).

To examine the role of salinity on the temperature structure, two simulations similar to S3c are carried out. The first simulation (S3Sa) is carried out by prescribing to the model a constant
Figure B.1: Results of the simulation S1: (a) Sea Surface Salinity (SSS) (red) is compared with the observed SSS (black), (b) vertical structure of predicted salinity, (c) modeled minus observed salinity.

salinity (39 psu) and the second simulation (S3Sb) is carried out by prescribing to the model the observed salinity field. The results of both simulations are presented in the Fig. B.2. The figures show that the simulations are mostly identical, which implies that the salinity variation has a secondary role in controlling the upper ocean thermal structure in the central Arabian Sea.
Figure B.2: Result of sensitivity experiments examining the effect of salinity on the upper ocean thermal structure in the central Arabian sea: (A) simulated temperature field when the TKE model is forced with constant salinity (33 psu); (B) same as (A), but for difference between predicted and observed temperature filed; (C) simulated temperature field when the TKE model is forced with observed salinity filed; (D) same as (C), but for difference between predicted and observed temperature field.

B.2 Impact of biomass

Biomass (chlorophyll concentration) influences the thermal structure. The process responsible is the vertical attenuation of solar irradiance. To examine the impact of chlorophyll, a spectrally resolved bio-optical model of solar irradiance $I(z)$ (Appendix-C.3) was selected and embedded in the mixed-layer model in place of the default double exponential function of $I(z)$ (see Eqn. 3.21). Simulations similar to simulation S1 (section 4.1.1) are carried out as follows. In the first simulation (S1a) the bio-optical model is forced with observed chlorophyll profiles (presented in the Fig. 3.7). In the second simulation (S1b) the model is forced with a low and constant uniform chlorophyll concentration of 0.1 mg m$^{-3}$. In the third simulation (S1c), the model is forced with a relatively high constant uniform chlorophyll concentration of 0.5 mg m$^{-3}$. The fourth simulation (S1w) is carried out for the case of pure oceanic water with zero chlorophyll concentration. The results of these simulations are compared with the results from the simulation S1 (achieved in the chapter 4.1.1 for the case of Jerlov's water type-I) in the Fig. B.3.
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The rate of change of predicted SST (Fig. B.3a) and predicted MLD (Fig. B.3b) of the simulations S1a, S1b, and S1c parallel the simulation S1. The difference between the rate of change of predicted SST among various simulations are upto 1°C month\(^{-1}\) during April, upto 2 °C month\(^{-1}\) during June, and upto 1 °C month\(^{-1}\) during September to early October and the difference is small (0.5°C month\(^{-1}\)) during remaining period of the year. The difference between the predicted MLD among the various simulations are upto 8 m during the year except April when the differences are negligible.

Among all the simulations: S1a, S1b, and S1c, S1b (based on 0.1 mg m\(^{-3}\)) is the nearest to the simulation S1 (based on Jerlov water type-I). Differences between the rate of change of SST of the two simulations (S1 and S1b) are upto 1°C month\(^{-1}\) only during June and relatively small during remaining period of the year. Differences between the MLD of the two simulations are upto 4 m only. Similarly, the simulation S1a (corresponding to observed chlorophyll concentration) is nearest to the simulation S1c (corresponding to large chlorophyll concentration: 0.5 mg m\(^{-3}\)) during most of the period of the year except during June when S1a almost coincides with S1b (corresponding to low chlorophyll concentration: 0.1 mg m\(^{-3}\)). It is worth noting that observed chlorophyll concentration is less than 0.3 mg m\(^{-3}\) during the early half of June.

The difference of the simulations S1b (case of low chlorophyll concentration: 0.1 mg m\(^{-3}\))
Figure B.4: The difference of the simulations S1b and S1w from the simulation S2b: (a) difference between the rate of change of the predicted SSTs and (b) difference between the predicted MLDs.

and S1w (for pure oceanic water i.e., zero chlorophyll concentration) from the simulation S1a (the case of observed chlorophyll concentration) are presented in Fig. B.4.

The difference of the simulation S1b from the simulations S1a (see Fig. B.4) indicates that the mixed layer depth (MLD) lowers by 4 m during the NE monsoon, and 3 m during the SW monsoon when the role of chlorophyll is accounted for, compared to the situation of a constant low chlorophyll (0.1 mg m\(^{-3}\)) water. During both these periods the impact on the sea surface temperature (SST) is less than 0.2 °C month\(^{-1}\). During the spring inter-monsoon the mixed layer is shallow (MLD ≤ 20 m), and the impact of chlorophyll on SST is also less than 0.2 °C month\(^{-1}\). In contrast, during the Autumn inter-monsoon the mixed layer is also shallow, but the impact of chlorophyll concentration in SST is relatively large: 0.5 °C month\(^{-1}\). Although it seems that local impact of chlorophyll variation in the mixed layer thermodynamics is relatively large during the Autumn inter-monsoon compared to the rest of the period of the year, the impact is not significant unlike the earlier studies by Sathyendranath et al. [36] who reported biological (chlorophyll variation) heating is almost 4 °C month\(^{-1}\) during the month of August in the Arabian Sea, however, their study location was different than our study location. This result can be compared to the study carried out by Babu et al. [112] at the same study location. Unlike their study, our study shows only 2 m deepening of the ML during the month of August (which is only 3 % of the observed MLD) and its impact in SST change is less only .4 °C month\(^{-1}\) in contrast to their conclusion that biological heating impact is significantly strong during this period. The results of our study differ
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from their study due to following reasons. (1) The air-sea fluxes (in particular Solar Radiation) we used are based on in situ measurements versus their climatological data, (2) the chlorophyll data used to force the model in our study is based on in situ measurements versus their climatological counterpart, (3) the bio-optical model used in the present study is spectrally resolved versus their non-spectral model.

The difference of the simulation S1w from the simulations S1a (see Fig. B.4) indicates that the mixed layer depth (MLD) lowers by 8 m during the NE monsoon, and during the SW monsoon when the role of chlorophyll is accounted for, compared to a constant clear water situation. During both these periods the impact on the sea surface temperature (SST) is insignificant: less than 0.3 °C month\(^{-1}\). In contrast, during the spring inter-monsoon, the mixed layer is shallow (MLD ≤ 20 m), and the impact of chlorophyll on SST is relatively large: 0.5 °C month\(^{-1}\). The biological heating impact with respect to the clear-water condition is relatively larger than the impact with respect to constant low background chlorophyll concentration, however, our interest is to assess the impact of seasonal variation of chlorophyll concentration in controlling the upper ocean thermal structure at work.

When the impact of chlorophyll variation on SST is compared to the impact of advective processes\(^1\) (see Fig. B.5), it turns out that the impact of chlorophyll variation is negligible during both the monsoons, whereas these two impacts have similar amplitude during the spring and Autumn inter-monsoons. Similarly the impact of chlorophyll variation on the MLD is negligible (is only 5%) as compared with the impact of advective processes. On the whole, in spite of a 20 fold variation in chlorophyll concentration (0.1 - 2.0 mg m\(^{-3}\), see the Fig. 3.7), its local impact on the 1D physical structure can be neglected.

\(^{1}\text{Note: The heating impact due to advective processes are calculated using S2d, and S1 simulations following the same procedure as done for the impact of chlorophyll in S1a and S1b simulations.}\)
**Figure B.5:** A comparison between the biological heating effect and advective heating effect contributed to the observed temperature structure at the study location.

### B.3 Model sensitivity to the air-sea fluxes

The surface forcing fluxes used in the model were computed from the measurements at the mooring (Weller et al. [2]) at high resolution. It is interesting to know, how sensitive are the model results to the surface forcing fluxes. This issue is now examined by varying arbitrarily the surface forcing fluxes.

#### B.3.1 ML sensitivity to wind-stress

Two simulations are carried out by forcing the model with modified surface fluxes. The first considers a 10% increase in the wind stress (S1Wa) and the second a 10% decrease in the wind stress (S1Wb). The results of this simulations are compared with the results of the simulation S1 in Fig. B.6. As shown, the deepening of the ML and cooling of the SST enhances with the increase in wind stress. The ML deepening and the SST cooling are different in different periods of the year depending on the strength of the wind stress. Thus, the ML deepening and the SST cooling responding to a 10% increase in the wind stress is not significant (change in SST is less than 0.1 °C and change in MLD is 1 m) during the NE monsoon (period of weak wind) and during the Spring IM (period of moderate wind) excepted for a few occasions of higher deepening of the ML.
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![Figure B.6: Results of the sensitivity experiments corresponding to change in the strength of wind stress: S1, the case of exact wind stress; S1Wa, the case of increase in the wind stress by 10%; S1Wb, the case of decrease in wind-stress by 10%.](image)

(3m). The impact of 10% change of wind stress in ML is significant during the SW monsoon (the period of strong wind stress). During this period, the deepening of the ML enhances up to 5m and the cooling of SST enhances up to 0.5 °C. The results are exactly symmetric when the experiment is carried out for a 10% decrease in the strength of wind stress. When all these simulations are compared with the observation, the results of the simulation S1 are the best.

In summary, the SST and the MLD predicted by the model for the cases of 10% increase and decrease in the strength of observed wind field do not differ significantly throughout the year.

B.3.2 ML sensitivity to surface heat fluxes

**Solar heat flux**

Two simulations of temperature structure are carried out (similar to the S1 experiment) by changing only the solar heat fluxes by 10% keeping the remaining fluxes unchanged. The first simulation (S1Sa) is based on a 10% increase in the solar radiation, and the second simulation (S1Sb) is based on a 10% decrease in solar radiation. The results of the simulations are compared with the results
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of the simulation S1 for the case of the exact surface fluxes in the Fig. B.7. The predicted SST and MLD of the simulation S1Sa and S1Sb differ significantly from the S1 prediction. The SST of S1Sa (S1Sb) continuously overestimated (underestimated) than the SST of S1. The MLD of S1Sa (S1Sb) remain shallower (deeper) than the MLD of S1. However, the extent of overestimation (underestimation) in predicted SST and in MLD of S1Sa (S1Sb) are different in different periods of the year depending on the variation in observed solar fluxes. As regarding the increase (decrease) in solar radiation, the extent of the warming (cooling) of SST and the shallowing (deepening) of ML depend on the variability of the solar heat fluxes. During early two months of the NE monsoon (Nov-Dec) the cooling of the SST reduced (enhanced) by 2 °C and the deepening of ML reduced (enhanced) by 10 m. During January and Spring IM, the enhancement (reduction) in the warming of SST is very significant (4 °C) but the enhancement (reduction) in the deepening of ML though significant (upto 25 m), are mostly episodic. Unlike the early NE monsoon period, during early two months of the SW monsoon (Jun-July), the cooling in SST was enhanced (reduced) by 2 °C. During August and subsequent periods of simulation, the warming of SST was enhanced (reduces) by 3 °C and shallowing (deepening) of ML enhanced by 5 m. When all these simulations are compared with the observation, S1 gives the best results.

In summary, a 10 % change (increase and decrease) in the observed solar radiation can brings significant differences in the predicted surface layer temperature structures (SSTs and MLDs).

Model sensitivity to non-solar surface heat fluxes

The results in the case of 10% increase (decrease) in non-solar heat fluxes are exactly same as the results of the simulation in the case of 10% decrease (increase) in solar radiation.

B.3.3 Causes of general trends of the ML during both the monsoons

During both the monsoons the ML deepens and SST decreases; during the IMs, the ML shallows and SST increases. Weller et al. [3] suggest that the NE monsoon deepening of the ML is driven by convective entrainment and the SW monsoon deepening of the ML is driven by wind mixing. In contrast, earlier studies (McCreary [83], Düning and Leetma [76]) suggested that the SW monsoon ML deepening of the north Arabian Sea is driven by convective entrainment. Therefore the above issues need re-examination. The following experiments are carried out.

1. Very low wind experiment: (wind strength is reduced by 100 times i.e., ~0 m/sec).

2. Very low wind and reduced latent heat flux: (the same wind as in exp. 1 and the latent heat
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Figure B.7: Results of the sensitivity experiments corresponding to 10% change in the strength of solar radiation: S1, the case of exact solar heating; S1Sa, the case of increase in solar heating; S1Wb, the case of decrease in solar heating.

is reduced by four times)

Low wind experiment

The temperature simulation (W000) of the TKE model is carried out for the light wind condition. The remaining surface fluxes are kept same as in S1. The predicted SST and MLD of W000 are compared with the predicted SST and MLD of S1 in Fig. B.8. As shown, the SST of W000 coincides with the SST of S1 until the arrival of the SW monsoon. During the same period, the MLD of W000 does not differ much from MLD of the simulation S1. When the SW monsoon progresses, W000 started overestimating the SST (over S1) with slower rate for first two months (June-July) and after then the SST of W000 is overestimated rapidly. The evolution of predicted MLD of simulation W000 is underestimated significantly (almost 50 % of S1) during first two months of the SW monsoon. After July, MLD of W000 is reduced to zero during the rest of the year.
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These results show that wind mixing has secondary (minor) role on deepening and cooling of the ML during the NE monsoon, which implies that the surface heat flux must drive the winter cooling and deepening of ML. Further, the simulation shows that the deepening of ML and cooling of SST during early two months of the SW monsoon are not caused by wind stress only, mixing driven by net heat loss at the surface also play role too. During the subsequent period, only wind driven mixing has a significant control over the ML and SST.

Low wind and low heat loss experiment

Now the temperature simulation (Wqlh0) is carried out for the light wind and low heat loss condition. The remaining surface fluxes are kept the same as in S1 (see the Chapter 3.3). The result of this simulation is compared with the simulations S1 and W000 in Fig. B.8. As shown, the predicted SST overestimates the observation throughout the whole year. The ML is reduced to zero throughout the year of the simulation except for the period during December-January, when MLD
is about 10-15 m. This experiment confirmed that deepening of the ML and cooling of the SST during the NE monsoon are mostly due to convective entrainment driven by net buoyancy (heat) loss at the air-sea interface. This also confirmed that the June-July ML deepening and SST cooling are driven by combined effects from wind driven mixing as well as mixing driven by buoyancy (heat) loss at the air-sea interface.

B.4 Conclusion

(1) The numerical experiments corresponding to the salinity and seasonal evolution of biomass (chlorophyll) concentration show that the upper ocean thermal structure in the central Arabian Sea is weakly dependent on these two parameters. (2) Experiments with atmospheric fluxes show that the main trend in the deepening of the ML and cooling of the SST during the NE monsoon are due to a convective entrainment mixing driven by net heat loss at the surface (as a consequence of excess latent heat loss and reduced solar radiation). Contrary to what was proposed by Weller et al. [3] the main trends in deepening of the MLD and the cooling of the SST during the SW monsoon are not only caused by the rapid turbulent mixing driven by wind stress.
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Bio-optical models of solar irradiance

A number of bio-optical models of solar irradiance were constructed for various applications to predict under-water light field. In the following, these models are presented in hierarchical order (simple to complex).

The vertical attenuation of solar irradiance $I(z)$ is parameterized according to Paulson and Simpson [101] as

$$I(z) = I(0) \times (R \times \exp(-z/\xi_1) + (1 - R) \times \exp(-z/\xi_2))$$  \hspace{1cm} (C.1)

Here, subscripts 1 and 2 refer to the red and blue-green parts of the penetrating solar light and $z$ is depth, positive downward. In this equation, $R$ is a dimensionless parameter, and $\xi_1$ and $\xi_2$ are attenuation coefficients. Between these two attenuation coefficients, $\xi_2$ is dependent on phytoplankton (biomass) concentration. In the absence of biomass profile, sensitivity experiments are carried out against various optical water types as proposed by Jerlov's [102] to select constant parameters.

In most part of the oceans biomass dominates the attenuation of penetrating light. About half of the solar insolation incident on the sea surface is absorbed within the top meter. The remaining short-wave radiation of blue-green light decreases exponentially with depth following the Lambert-Beer law. Phytoplankton (biomass) is one of the principal absorbers of visible radiation in the sea. The penetration of light, distribution of under-water light field, absorption and scattering properties of the light in oceanic waters mainly depends on the constituents present in the water column. The light available for photosynthesis at different depths depends on a complete spectral and angular distribution of under water light field and the absorption and scattering properties of pure and oceanic waters. This was extensively dealt with, in photo-synthesis and light in
aquatic ecosystems by Kirk [113]. Sathyendranath and Platt [114] studied the spectral irradiance of light at the surface and in the water. They extensively studied the interaction of light field with chlorophyll its absorption its effect on temperature distribution using spectral and non-spectral, uniform and non-uniform biomass models. In view of above finding, equation (1) can be modified as

\[
I(z) = I(0) \times \left( R \times \exp\left(-\frac{z}{\xi_1}\right) + (1 - R) \times \exp\left(- \int K \, dz \right) \right) \tag{C.2}
\]

In the simplest case, can \(K(1/\xi_2)\) be assumed to spectral independent taken as

\[
K = 0.0611 + 0.0233 \times \text{Chl} \quad \text{Sathyendranath and Platt [114]},
\]

\[
K = 0.027 + 0.014 \times \text{Chl} \quad \text{Kirk [113], or}
\]

\[
K = 0.04 + 0.0088 \times \text{Chl} + 0.0054 \times \text{Chl}^{2/3} \quad \text{Parsons et al. [115]},
\]

where Chl is chlorophyll concentration (mg m\(^{-3}\)). For the spectral-dependent case the attenuation of solar irradiance can be written as

\[
I(z) = I(0) \times \left( R \times \exp\left(-\frac{z}{\xi_1}\right) + \sum_{r=1}^{R_{\lambda r}'} \exp\left(- \int K_{\lambda r} \, dz \right) \right) \tag{C.3}
\]

\[
\sum_{r=1}^{R_{\lambda r}'} \exp\left(- \int K_{\lambda r} \, dz \right) = 1 - R
\]

\[
K_{\lambda r} = K w_{\lambda r} + \chi_{\lambda r} \times \text{Chl}^{e_{\lambda r}}
\]

where \(R_{\lambda r}'\) s are calculated based on the Reference Solar Spectral Irradiance: Air Mass 1.5 (between 400-700 nm for every five nm interval normalized to whole spectral range) (from: http://rredc.nrel.gov/solar/spectra/am1.5/), and \(K w_{\lambda r}, \chi_{\lambda r},\) and \(e_{\lambda r}\) are taken from Table 2 of Morel & Maritorena [111].

The relative performance of these bio-optical model in predicting the under-water light field are presented in Fig. C.1. As shown in figure, three cases of uniform chlorophyll concentration are considered: low (0.1 mg m\(^{-3}\)), moderate (0.5 mg m\(^{-3}\)), and high (2.0 mg m\(^{-3}\)). Predicted \(I(z)\) from spectral model (par-spectral) decays much faster than the non spectral model (par-non spectral) in the ocean for all three chlorophyll concentration. For pure oceanic water (no chlorophyll and no other turbid materials) \(I(z)\) (parw- spectral) can penetrate much deeper (the photic depth, i.e., 1% of light level lies much below 150 m). Thus choosing the optical model to study the mixed-layer processes is very crucial.
Figure C.1: Under-water solar irradiance predicted from spectral and non spectral bio-optical model for three cases of uniform Chlorophyll concentration: (a) 0.1 mg m$^{-3}$, (b) 0.5 mg m$^{-3}$, and (c) 2 mg m$^{-3}$ (see the text for detail).
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Additional simulations

D.1 Simulation S2a*: Fischer-based forcing

Simulation of temperature field is carried out by initializing the model on 15 November instead of 20 October (S2a*) similar to S2a. As seen in Fig. D.1, the thermal structure predicted in S2a* is better than in the previous simulation S2a. The predicted SST (Fig. D.1a) parallels the observations throughout the year and the agreement is much better than in S1 during the SW monsoon and during the subsequent period owing to heat removal through the horizontal advection (see Fig. 3.10). The predicted MLD (Fig. D.1b) is not as good as in S2a, but better than in S1. The deepening of ML is significantly underestimated (25 m) during the NE monsoon, and then the prediction almost parallels the observation. The evolution of predicted vertical temperature profile (Fig. D.1c) and the difference between the predicted and observed temperature (Fig. D.1d) show that the temperature of the near-surface layer (upper 40 m) parallels the observation throughout the year, but the temperature in sub-surface (40-160 m) is underestimated. The underestimates are large (7 °C) during the SW monsoon and subsequently. The predicted temperature trend (see Fig. D.1e) mostly matches the observations (Fig. 3.3c). The difference between the predicted and observed temperature trend (Fig. D.1f) is only significant (more than 4 W m⁻³) in the sub-surface layers during the monsoonal periods.

In summary, the results of above temperature simulations (S2a and S2a*) show that the Fischer et al. [4] estimates of horizontal heat fluxes are not able to improve the model prediction during the early NE monsoon (20 October to mid November-1994). The enormous cooling, driven by horizontal advection of the near-surface layer during this period dominates the model prediction during the rest of the year. Thus, this cooling signal in the horizontal advective heat estimates is suspect. During the rest of the year, the estimates of horizontal heat fluxes may be considered
as good. Use of the advective field (during mid-November 1994 to mid-October 1995) improved the model prediction significantly in the near-surface layer during the SW monsoon and distorted strongly in the sub-surface due to strong episodic events of the cooling and warming trends associated with it. This implies, the role of vertical advection or the estimates of horizontal advective fluxes might carries much stronger signals than the real signals in the sub-surface layers.

D.2 Simulation S2d: Fischer-based forcing

A simulation (S2d) is carried out similar to the simulation S2c, but the model is initialized on 15 November 1994. The new simulation (S2d) is good and predicted the temperature structure very accurately throughout the year over all depths.
Figure D.2: Results of the numerical simulation S2d: (a) predicted (red) and observed (black) SST; (b) predicted (red) and observed (black) MLD; (c) vertical structure of predicted temperature (color) and MLD (blue line); (d) modeled minus observed temperature; (e) vertical structure of predicted temperature trend (color) and MLD (blue line); (f) predicted minus observed temperature trend. The data are smoothed as in Fig. 4.1.
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Estimation of vertical velocity from temperature profile

E.1 Theoretical background

Total vertical velocity \( w = w_c + w_A \), where \( w_c \) and \( w_A \) are the cross and along the iso-line (isopycnal/isotherm) component of the vertical velocity. The cross-isothermal component of vertical velocity is due to two diapycnal processes: (i) heating by penetrating solar radiation and (ii) small scale vertical mixing (Gourious and Reverdin, 1992). At the depth below the mixed-layer and below the photic zone, effect of penetrating solar radiation and small scale mixing process are very small, therefore \( w_c \) is negligible (much smaller than 0.1 m d\(^{-1}\)), which follows from the scale analysis by Friedrichs and Hofmann [110] 2001.

The along-isoline component of vertical velocity is due to two effects: (i) local upward movement of isoline \( \left( \frac{\partial \eta}{\partial t} \right) \) and (ii) advection along a stationary, sloping isoline \( \left( u \frac{\partial \eta}{\partial x} + v \frac{\partial \eta}{\partial y} \right) \):

\[
w_A = \frac{\partial \eta}{\partial t} + u \frac{\partial \eta}{\partial x} + v \frac{\partial \eta}{\partial y} \quad (1)
\]

where \( \eta = \eta(x, y, t) \) is the elevation of isoline.

Let us assume that the deeper ocean (below the mixed layer) is geostrophic, i.e.

\[
\begin{align*}
  u &= -\frac{1}{\rho_f} \frac{\partial p}{\partial y} \\
  v &= \frac{1}{\rho_f} \frac{\partial p}{\partial z}
\end{align*} \quad (2)
\]

As ocean is hydrostatic, i.e. \( \frac{\partial p}{\partial z} = -\rho g \Rightarrow \int_p^p \partial p = -\int_{\eta}^{z} \rho g \partial z \Rightarrow \)
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\[ p = p_0 + \rho g(\eta - z) \quad (3) \]

Where \( p_0 = p_0(x, y) \) is the pressure on the surface of iso-line which is the sum of the pressure at the free surface \( (p_a(x, y)) \) and pressure due to over laying water mass \( \rho g(H_0 - \eta) \), where \( H_0(x, y) \) be the thickness of the fluid layer in the absence of motion ( see the Fig. 1)

\[ p_0 = p_a + \rho g(H_0 - \eta) \quad (4) \]

Using eq (4) in eq (3)

\[ p = p_a + \rho g(H_0 - z) \quad (5) \]

Now uses of eq (2 and 3) in eq (1), yields

\[ w_A = \frac{\partial \eta}{\partial t} + \frac{1}{\rho f} \left( \frac{\partial (p_a + \rho g H_0)}{\partial x} \frac{\partial \eta}{\partial y} - \frac{\partial (p_a + \rho g H_0)}{\partial y} \frac{\partial \eta}{\partial x} \right) \quad (6) \]

As \( p_a \ll \rho g H_0 \) (for an instant at 10 m depth \( \rho g H_0 \) is approximately \( 10^4 \) time of \( p_a= \) latmo)

\[ w_A = \frac{\partial \eta}{\partial t} + g \left( \frac{\partial H_0}{\partial x} \frac{\partial \eta}{\partial y} - \frac{\partial H_0}{\partial y} \frac{\partial \eta}{\partial x} \right) \quad (7) \]

In the normal mode of oscillation (small oscillation), it can be assumed that \( H_0(x, y) \) can varies linearly with \( \eta(x, y) \) i.e.

\[ H_0(x, y) = \alpha \eta(x, y) \quad (8) \]

Where \( \alpha \) is a constant. Using equation (8) in second expression of right hand side of equation (8), we have

\[ \frac{\partial H_0}{\partial x} \frac{\partial \eta}{\partial y} - \frac{\partial H_0}{\partial y} \frac{\partial \eta}{\partial x} = 0 \quad (9) \]

Therefore equation (7) become

\[ w_A = \frac{\partial \eta}{\partial t} \quad (10) \]
E.2 Estimation of vertical velocity at the moored-array observation

In situ vertical velocity is estimated from the mooring temperature profiles as follows. The profiles are averaged over 5 days. The shift during two consecutive 5-day periods is estimated for two layers, 100–160 m and 180–240 m by using a least-squares fit. This shift is assumed to be due to the vertical velocity field. The vertical velocities are estimated at the centre of each layer and are assumed to be 0 at the surface (rigid-lid approximation). The vertical velocity at other depths in the interval 0–250 m layer is estimated by using linear interpolation and extrapolation using these three values. By averaging the profiles over 5 days, the high-frequency signals (dominant semi-diurnal tide, diurnal tide, and inertial gravity waves) are filtered out. Our estimate of vertical velocity is dependent on the assumption that vertical movement of water controls the vertical changes in temperature profiles. The assumption is consistent with the linear quasi-geostrophic approximation (see Pedlosky [116], pages 67–70). The estimate is expected to be more suitable at sub-surface levels, below the mixed layer and below the photic zone (depth up to which solar short-wave radiation can penetrate), where this assumption is better obeyed. Our method of estimating the vertical velocity is similar to that of Friedrichs and Hofmann [110] (see Appendix-B). The resulting vertical velocities are presented in Fig. E.2. The strength of this vertical velocity is up to 0.003 cm s⁻¹ (equivalent to 2.6 m day⁻¹; contrast this with the 18 m day⁻¹ estimate of Fischer et al. [4]). As shown, the general trends resemble those in SODA, with downwelling prevailing until the end of the NE monsoon, weak vertical movements from February to June, and active upwelling during the SW monsoon. However, the in situ W exhibits more short-scale variability than in
SODA. In particular, the downwelling reversed to upwelling from early to late November. Strong downwelling events occur in May and mid-August in sub-surface layers. The July upwelling is much stronger than predicted by SODA. Almost the same estimate of vertical velocity could be obtained by measuring the vertical excursion of different isotherms in the sub-surface layers.

E.3 Examining the vertical velocity (WT) based on T-shift (simulation S3d)

As the vertical velocity from SODA-OGCM is suspected for lacking the small-scale variability, another estimates of vertical velocity (WT) is estimated in the section ?? based on the vertical shift of the temperature profile. The estimates (WT) are used for the vertical advective corrections of the predicted temperature field. The results of the simulation (S3d) are presented in Fig E.3. This simulation (S3d) shows very good agreement between the prediction and the observations. As regards the SST (Fig. E.3a), it is almost unaffected by the change in forcing vertical velocities. In contrast, the vertical structure (Figs. E.3b-c) now exhibits a variability very similar to that in the observations (Fig. 3.3b), in particular for the thermocline layer and for the MLD, and during the periods of intense meso-scale activity (early November to mid-December and August). The remaining departures (Fig. E.3d) are significantly reduced with respect to S3c until mid-July.
In particular, the transient upwelling in November prevents the sub-surface overestimate present in S3c, and the stronger downwelling in December and the transient downwelling in late May prevent most of the S3c sub-surface underestimates. It is after the peak of the SW monsoon that the improvements are the least apparent, with mis-estimates still present in surface (+3 °C) and in sub-surface layers (-2 °C). It is also worth noting that, once the problems which occur in S3c during the NE monsoon have been settled, the thermal structure is well reproduced throughout the intermonsoon. The most of the warming and cooling trends in the sub-surface are reproduced well (Fig. E.3e-f). Over the year, the mean temperature in the mixed layer differs from the observed mean by -0.28 °C and the temperature profiles are simulated with an accuracy of 2.14±1.58 % (mean ± standard deviation) in terms of absolute relative error while the mean temperature difference is -0.18 °C and the accuracy is (2.72±2.15 %) for the 0 - 250 m layer. The trend in the predicted temperature was integrated over the ML and over the 0 - 250 m layer for S3d. They are compared to the observed trend in Fig. E.4 (in units of heat flux). As shown, this simulation reproduces most of the observed features for both layers. It has, however, to be noted that the model failed to reproduce a few short-term events. These events (a few days long) occurred mainly in January and during the SW monsoon, concerned the whole layer (Fig. E.4 lower panel), and had a marked signature in the ML (Fig. E.4 upper panel).
Figure E.3: Results of the numerical simulation S3d: (a) predicted (red) and observed (black) SST; (b) predicted (red) and observed (black) MLD; (c) vertical structure of predicted temperature (color) and MLD (blue line); (d) modeled minus observed temperature; (e) vertical structure of predicted temperature trend (color) and MLD (blue line); (f) predicted minus observed temperature trend. The data are smoothed as in Fig. 4.1.
Figure E.4: Evolutions of the observed (black) and the modeled (red) temperature trend integrated over the ML (upper panel) and over the 0-250 m layer (lower panel) for S3 experiment.
Appendix F

Additional figures

Figure F.1: Averaged temperature evolution between 50 and 100 m (upper panel) and depth of 22°C iso-therm from the four moorings (lower panel). Dark color: central mooring (CM); red color: north west mooring (SWM); green color: south west mooring (SWM); and blue color: south east mooring (SEM); cyan color: north east mooring (NEM) which was missed. During November of the NE monsoon and August of the SW monsoon (August) the SWM shows large differences from other mooring.
Figure F.2: (a) Sensitivity of predicted vertical velocity to the Fischer-based horizontal advective heat fluxes. (b) same as (a) but with respect to Reynolds-based horizontal advective heat fluxes.