CHAPTER 2

LITERATURE REVIEW

2.1 INTRODUCTION

In this chapter various related works that are proposed by different researchers to predict the faults that are present in the software. Every research focus on finding faults occurred in the software, so that the efficient and improved software outcome can be obtained. In the following section, various research works that has been proposed earlier is discussed in the detailed manner

2.2 SOFTWARE FAULT PREDICTION SCHEMES

Yuan, Xet al.(2000) applied fuzzy subtractive clustering method to predict the number of faults and then, they used module-order modeling to classify the modules into faulty/non-faulty classes. They developed four models with 10 method-level metrics and in addition to these four models; they built a model which utilizes from process and product metrics. Type-I error, Type-II error and overall misclassification rate, effectiveness, and efficiency were used as performance evaluation metrics. They stated that process metrics do not improve the classification accuracy and such a model does not provide acceptable results. In this study, only faults reported by
customers were used and one module was defined as a set of source code files which work together to perform a function.

Denaro, G, (2000) estimated software fault-proneness of modules in antenna configuration software by using logistic regression and 37 metrics. R2 was the evaluation parameter in this study. He showed that there is a correlation between static metrics and fault-proneness.

Khoshgoftaar et al. (2000) predicted software quality by using case-based reasoning and eight method level metrics for a command-control-communication system developed with ADA language. Method level metrics are lines of code, Halstead, and McCabe metrics. Type-I and Type-II error were used as performance evaluation metrics and prediction model was very useful.

Xu, Z, (2000) first used principal component analysis for feature selection and then applied fuzzy nonlinear regression (FNR) to predict faults on a large telecommunications system developed with Protel language. They used 24 method level metrics and four execution metrics which can be collected with EMERALD tool. Performance evaluation metric was average absolute error. They reported that fuzzy nonlinear regression method is an encouraging technology for early fault prediction. FNR modeling produces fuzzy values and predicts an interval for each module. This interval shows the number of faults for the next release. In this study, a module was defined as a set of source code files.

Guo, P., & Lyu, M. R,(2000) applied finite mixture model analysis with Expectation–Maximization (EM) algorithm to predict software quality on a medical imaging system developed with Pascal and Fortran languages. Method level metrics such as Halstead, McCabe, Belady’s
bandwidth, Jensen’s program length were used and Type- I, Type-II, and overall misclassification rates were used as performance evaluation metrics. This study showed that this approach can predict the quality even if fault data are not complete. Also, the best value for Type-II error was 13% and this is similar to the value produced with discriminant analysis.

Khoshgoftaar, (2001) predicted faults by using zero-inflated poisson regression model (ZIP) and file level metrics on two large scale software applications. File metrics were the number of source code inspections before system tests, the length of source code prior to system tests, the length of comments in source code prior to coding (auto-generated code), and the length of comments in source code prior to system tests. Performance evaluation metrics were average absolute error (AAE) and average relative error (ARE). In this study, poisson regression model (PRM) and ZIP models were investigated. Hypothesis test was performed by using Vuong test. This study showed that ZIP provided better results compared to PRM. In addition, AAE and ARE values of ZIP was smaller than PRM’s error results.

Schneidewind, N. F, (2001) investigated Boolean discriminant functions (BDF) and logistic regression functions (LRF) for software quality prediction by using six method level metrics on a spacecraft software dataset. Type-I error, Type-II error, overall misclassification rate, and the rate of correctly classified non-faulty modules (LQC) parameters were used as performance evaluation metrics. BDF’s performance was better than LRF’s performance and the inspection cost increased when LRF and BDF methods were combined.

Emam, K. Eet al. (2001) predicted the fault-prone classes by using logistic regression and class level metrics on a commercial Java application. Two metrics from Chidamber–Kemerer metrics suite and eight
metrics from Briand’s metrics suite were selected. In addition to these metrics, size metric was used. J coefficient was the performance evaluation metric in this study. They reported that inheritance depth and export coupling are the most useful metrics to identify the fault-prone classes. In their previous study, they had stated that inheritance depth is not significant. The design quality of this software can be low and this may affect the research results. According to this study, export coupling metric is more useful than inheritance depth metric.

Khoshgoftaar et al. (2002) used PRM, ZIP, and module-order modeling techniques with five file level metrics on two applications which configure wireless products. Average absolute error and average relative error were performance evaluation metrics. The performance of module-order model was quite well on these datasets and other approaches did not provide good results.

Khoshgoftaar, T. M., (2002) applied Generalized Boolean Discriminant Functions (GBDF) technique for software quality classification on a military command-control-communication system by using eight method level metrics (Halstead and McCabe). Type-I error and Type-II error parameters were used as performance evaluation metrics. Khoshgoftaar reported that GBDF provided better results compared to BDF. Type-I error of BDF was very high and inspection cost of BDF model was high.

Mahaweerawat, A., (2002) first used fuzzy clustering and then, they applied radial basis function (RBF) to predict software faults. Type-I error, Type-II error, overall misclassification rate, inspection, and completeness were performance evaluation metrics. Method level metrics were Halstead, McCabe, and Henry and Kafura metrics. RBF provided better results than multi-layer perceptron. Even though MLP’s completeness value was higher, its inspection cost was high too. RBF’s accuracy was 83% and
MLP’s accuracy was 60%. Therefore, RBF method was better than MLP for software fault prediction in this study.

Khoshgoftaar, T. M., & Seliya, N., (2002a) applied SPRINT and CART methods with 28 method level metrics (24 product metrics and four execution metrics) on a large telecommunications system for software quality classification. SPRINT is a classification tree algorithm and CART is decision tree algorithm. Performance evaluation metrics were Type-I error, Type-II error and overall misclassification rate. They reported that SPRINT algorithm had lower Type-I error and the model based on SPRINT was robust. However, the tree structure of SPRINT was more complex than the tree of CART.

Pizzi, N. J. et al. (2002) predicted software quality by using multi-layer perceptron and method/class level metrics on a research prototype. Accuracy parameter was used as performance evaluation metric. They stated that using median-adjusted class labels is an effective pre-processing technique before multi-layer perceptron is applied.

Khoshgoftaar, T. M., & Seliya, N., (2002b) used tree based software quality prediction models on a large telecommunications system and they applied design metrics. CART-LS (least squares), S-PLUS, and CART-LAD (least absolute deviations) were investigated in this study. Evaluation parameters were average absolute error and average relative error. They reported that CART-LAD’s accuracy was quite well and its interpretation was simple. However, SPLUS’s performance was not well and the classification tree was very complex. Therefore, CART-LAD was proposed for software quality prediction.
Reformat, M., (2003) applied fuzzy rule-based models for reasoning about the number of software faults and he used 11 method level metrics on a commercial medical imaging system. He stated that nine classification models’ classification rates change between 62.82% and 79.49%. Classification rate was 85.90% when Meta model prediction system was used.

Koru, A. G., & Tian, J., (2003) investigated the relationship between high defect and high complexity modules by using tree based models and method level metrics (15 method level metrics for IBM products and 49 method level metrics for Nortel Networks) on six large scale products of IBM and Nortel Networks. Mann–Whitney U-test was applied for performance evaluation. They showed that high defect-prone modules are generally complex modules, but they are not the most complex ones. They also reported that the highest defect-prone modules are the modules which locate below the most complex modules. According to some researchers from IBM and Nortel Networks, inherent complexity of the problem causes some modules to be very complex.

Denaro, G., et al. (2003) applied logistic regression by using class level metrics on an industrial telecommunications system for fault prediction. CK metrics except coupling between object classes (CBO) and lack of cohesion of methods (LCOM) were used in this study because CBO and LCOM metrics could not be calculated with automated tools. They stated that none of these metrics is correlated with fault-proneness and multivariate models do not provide any advantage compared to lines of code metric. Software used in this study was first implemented with C language and later this software evolved to an object oriented system. This evolution of system from C to object oriented system and a bad object oriented design may be the major causes of correlation problem stated above. Normally researchers
expected to see a correlation between fault-proneness and at least one metric. A module was the combination of a header and its corresponding cpp file.

Thwin, M. M., & Quah, T, (2003) predicted software quality based on General Regression Neural Network (GRNN) and Ward Neural Networks. They used class level metrics and reported that GRNN provided much better results than Ward networks. Evaluation parameters were R2, r, average square error, average absolute error, minimum absolute error, and maximum absolute error.

Khoshgoftaar, T. M., & Seliya, N, (2003) applied CART-LS, CART-LAD, S-PLUS, multiple linear regression, neural networks, and case based reasoning on a large telecommunications system. Twenty-four product and four execution metrics were independent variables for this analysis. They used two-way ANOVA randomized complete block design model as experimental design approach and multiple-pair wise comparison for performance ranking. Best performance was achieved with CART-LAD algorithm and the worst one was S-PLUS. Furthermore, they stated that principal component analysis does not always necessarily improve the performance of models, but it removes the correlation between metrics and the model becomes more robust.

Guo, L., et al. (2003) predicted fault-prone modules on NASA’s KC2 project by using Dempster–Shafer Belief Networks and 21 method level metrics. Performance evaluation metrics were probability of detection, effort, and accuracy. This study showed that the prediction accuracy of this network is higher than logistic regression and discriminant analysis. Also, this network is more cost-effective than ROCKY from the effort perspective. Best metrics set was chosen with logistic regression procedure. They reported that the
optimal prediction on KC2 dataset was achieved when the number of metrics was between two and four.

Denaro, G., et al. (2003) used logistic regression with method level metrics on antenna configuration system, Apache 1.3, and Apache 2.0 software to predict the fault-prone modules. Performance evaluation metrics were R2, completeness, completeness of faulty modules, and correctness of faulty modules. They showed that logistic regression with cross-validation is an effective approach for software fault prediction on industrial projects. Furthermore, they suggested using the cross-validation technique if there is a limited number of data.

Menzies, T., et al. (2004) applied Naïve Bayes algorithm on public datasets locating in PROMISE repository. Method level metrics were used and probability of detection (PD) and probability of false alarm (PF) were performance evaluation metrics. They stated that accuracy is not an appropriate parameter for evaluation and Naive Bayes provides better performance than J48 algorithm. Furthermore, they reported that PD on KC1 dataset was 55% and PD for Fagan inspections was between 33% and 65%. For industrial inspections, PD for Fagan inspections was between 13% and 30%. Therefore, they suggested using software fault prediction activity in addition to inspection quality assurance activity.

Khoshgoftaar, T. M., & Seliya, N, (2004) assessed software quality classification techniques such as logistic regression, case based reasoning, classification and regression trees (CART) , tree based classification with S-PLUS, Spring-Sliq, C4.5 and Treedisc by using 24 product metrics and four execution metrics on a large telecommunications system. Expected cost of misclassification metric was chosen as performance evaluation parameter. Performance of models changed significantly with
respect to different versions of software system. They stated that data and system characteristics affect the performance of prediction models in software engineering.

Wang, Q., et al. (2004) applied artificial neural networks for quality prediction on a large telecommunications system developed with C language by using seven product metrics calculated with MATRIX analyzer. Their objective was to improve the understandability of neural networks based quality prediction models and they applied Clustering Genetic Algorithm (CGA) for this purpose. This algorithm was used to extract rules from artificial neural networks and accuracy parameter was used for performance evaluation. Even though the accuracy of the prediction which was performed with rule set of CGA is lower than the accuracy of the neural networks based prediction, results were more understandable when rule set of CGA was used.

Mahaweerawat, A., et al. (2004) first used multi-layer perceptron to identify the fault-prone modules of 3000 C++ classes collected from different web pages and later, they applied radial basis functions (RBF) to classify them with respect to fault types. Metrics were collected with Understand for C++ tool and evaluation metrics were accuracy, Type-I error, Type-II error, inspection, and achieved quality parameters. They decided to collect thousands of classes from numerous developers to build a general prediction model, but prediction models cannot be modeled in such a generic way and that model can highly depend on these 3000 classes. Accuracy, achieved quality, inspection, Type-I error, Type-II error were 90%, 91.53%, 59.55%, 5.32%, and 2.09% respectively. Also, they stated that they could not identify only 2.09% of faulty classes.

Menzies, T., & Di Stefano, J. S. (2004) investigated linear standard regression (LSR), model trees, ROCKY and Delphi detectors by using method level metrics on public NASA datasets for software fault
prediction. Delphi detectors mark modules as fault-prone when one of the following rules is satisfied: Cyclomatic complexity is equal to 10 or bigger than 10, Design complexity is equal to 4 or bigger than 4”. They suggested using ROCKY with McCabe metrics and they stated that Delphi detectors can be the second choice after ROCKY algorithm. Performance evaluation metrics were accuracy, sensitivity, specificity, precision, and effort.

Kaminsky, K., & Boetticher, G, (2004) predicted faults with genetic algorithm on KC2 dataset by using 21 method level metrics. They investigated the effect of data equalization in this study and T-test was used for performance evaluation. They divided data starved domains into two groups: Explicit and Implicit. These domains are explained as follows: “Explicit: Project cost estimation locates in this group. Companies don’t want to share their data not to lose their market when they found a good estimation model, Implicit: Software fault prediction locates in this group. There are adequate data points but datasets are highly imbalanced”. They reported that data equalization is very useful when used together with genetic programming. However, training duration increases because the dataset enlarges after data equalization process is performed. While average fitness value was 12 for normal dataset, it was 81.4 for equalized data and T-test showed that this is a very significant difference.

Kanmani, S., et al. (2004) applied General Regression Neural Networks (GRNN) technique by using 64 class level metrics on student projects developed in Pondicherry Engineering College for software quality prediction. Principal component analysis was used for feature selection and evaluation parameters were correlation coefficient (r), R2, average square error, average absolute error, maximum absolute error, and minimum absolute error parameters. They reported that GRNN technique provided good results for fault prediction.
Zhong, S., et al. (2004) used K-means and Neural-Gas clustering methods to cluster modules, and then an expert who is 15 years experienced engineer, labeled each cluster as fault prone or not fault-prone by examining not only the representative of each cluster, but also some statistical data such as global mean, minimum, maximum, median, 75%, and 90% of each metric. Mean square error (MSE), average purity, and time parameters were used to evaluate the clustering quality. False positive rate (FPR), false negative rate (FNR), and overall misclassification rate parameters were used to evaluate the performance of expert. According to expert’s opinion, it was simpler to label modules by using Neural-Gas clustering. K-means clustering worked faster than Neural-Gas and Neural Gas’s overall misclassification rate was better than K-means clustering’s misclassification rate. Neural-Gas performed much better than K-means according to the MSE parameter and its average purity was slightly better than K-means clustering’s purity value.

Xing, F., et al. (2005) predicted software quality by using Support Vector Machines (SVM) and 11 method level metrics (Halstead, McCabe, Jensen’s program length, and Belady’s bandwidth) on a medical imagining software. Type-I error and Type-II error were used to evaluate the performance of model. They reported that SVM performed better than quadratic discriminant analysis and classification tree. However, papers published in 2007 showed that SVM does not work well on public datasets and next section will explain them.

Koru, A. G., & Liu, H. (2005) investigated the effect of module size on fault prediction by using J48 and K-Star algorithms. F-measure was used for performance evaluation and both method level and class level metrics were investigated on public NASA datasets. They suggested using fault predictors on large components and they advised to use class level metrics instead of method level metrics on small components. A component is
identified as large or small with respect to its lines of code. Static measures in small components are near to 0, and therefore, machine learning algorithms cannot work well in such datasets. The best performance was achieved with J48 algorithm and Bayesian Networks, artificial neural networks, and Support Vector Machines did not work well on public datasets. Performances of models were not well when there are very small components in datasets. They stated that machine learning algorithms in WEKA are neither encouraging and nor frustrating.

Khoshgoftaar, T. M., et al. (2005) assessed a new three group software quality classification technique by using C4.5 decision tree, discriminant analysis, case based reasoning, and logistic regression on two embedded software which configures wireless products. They applied five file level metrics and performance evaluation metrics was expected cost of misclassification. They reported that three groups such as high, medium, and low labels provided encouraging performance for fault prediction and three-group classification technique let classifiers to classify modules into three classes without changing their designs.

Koru, G., & Liu, H. (2005b) built fault prediction models by using J48, K-Star, and Random Forests on public NASA datasets and they used method and class level metrics. F-measure was selected as performance evaluation metric. KC1 dataset has method level metrics and they converted them into class level ones by using minimum, maximum, average and sum operations. Therefore, 21 method level metrics were converted into 84 (21 – 4 = 84) class level metrics. They stated that large modules had higher F-measure values for J48, K-Star and Random Forests algorithms. F-measure was 0.65 when they applied class level metrics and when they chose method level metrics, F-measure was 0.40. Therefore, they stated that class level metrics
improved the model performance, but detection of faults was at class level instead of model level.

Challagulla, V. U., et al. (2005) assessed linear regression, pace regression, support vector regression, neural network for continuous goal field, support vector logistic regression, neural network for discrete goal field, Naive Bayes, instance based learning (IBL), J48, and 1-R techniques by using method level metrics on public NASA datasets for software fault prediction. Performance evaluation metric was average absolute error. They reported that there was no method which provided the best performance in all the datasets. IBR and 1-R was better than the other algorithms according to the accuracy parameter and they stated that principal component analysis did not provide advantage. Furthermore, they explained that size and complexity metrics are not enough for fault prediction new metrics are needed.

Gyimothy, T., et al. (2005) studied to validate object oriented metrics for fault prediction by using logistic regression, linear regression, decision trees, and neural networks on Mozilla open source project. Class level metrics were used and performance evaluation metrics were completeness, correctness, and precision. They reported that coupling between object classes (CBO) metric is very useful for fault prediction, four method provide similar results, multivariate models are more useful than lines of code metric, depth of inheritance tree (DIT) metric is not reliable for fault prediction, and number of children (NOC) metric should not be used.

Ostrand, T. J., et al. (2005) predicted the location and number of faults by using negative binominal regression model on two industrial systems and some metrics they used were programming language, age of file, and file change status. Performance evaluation metric was accuracy. They reported that the accuracy of general performance was 84% and the simplified model’s accuracy was 73%.
Tomaszewski, P., et al. (2005) studied on the accuracy of early fault prediction in modified code. They applied regression techniques and method/class level metrics on a large telecommunications system and performance evaluation parameter R2 (determination coefficient). They reported that models built after the system is implemented are 34% more accurate than models built before the system is implemented. Size of changed classes metric can only be calculated after the system implementation and therefore, performance of models improve when this metric is used. When this metric is not preferred, performance values before and after the system implementation are nearly same. Multivariate models were 5% better than univariate regression models and this can be neglected. They suggested using univariate regression models for fault prediction because they are more stable and they do not have multi collinearity feature. This feature exists when there is a correlation between variables and it can be removed with some techniques such as principal component analysis.

Hassan, A. E., & Holt, R. C., (2005) tried to identify the top ten fault-prone components on six open source projects. Metrics such as change frequency and size metrics were used. Performance evaluation metrics were hit rate and average prediction age (APA). APA metric was suggested in this study. They proposed some techniques such as most frequently modified (MFM), most recently modified (MRM), most frequently fixed (MFF), and most recently fixed (MRF). MFM and MFF were more successful than the other methods.

Ma, Y., et al. (2006) investigated the performance of numerous machine learning algorithms on public NASA datasets and they used method level metrics. Performance evaluation metrics were G-mean1, G-mean2, and F-measure. Area under ROC curve was used to compare the performance of Random Forests with Balanced Random Forests. Logistic regression,
discriminant analysis, classification tree, boosting, Kernel Density, Naive Bayes, J48, IBk, Voted Perceptron, VF1, Hyper pipes, ROCKY, Random Forests techniques were investigated in this study. They sorted these algorithms according to their performance results for each performance metric (G-mean1, G-mean2, and F-measure) and marked the top three algorithms for each performance metric. They identified the algorithm which provides G-mean1, G-mean2, and F-measure in top three. According to this study, Balanced Random Forests is the best algorithm on large datasets such as JM1 and PC1 for software fault prediction problem. They reported that boosting, rule set, single tree classifiers do not provide acceptable results even though these algorithms have been used in literature. Classifiers which have low PD and accuracy were not suggested for fault prediction and balanced random forests’ performance was better than the performance of traditional random forests. However, it is hard to find a software tool which has this algorithm. In addition, they suggested using G-mean and F-measure parameters to evaluate the performance of imbalanced datasets.

Challagulla, et al. (2006) predicted software faults with Memory Based Reasoning (MBR) on public NASA datasets by using 21 method level metrics. Performance evaluation metrics were probability of detection, probability of false alarm, and accuracy. They proposed a framework and users can choose the MBR configuration which can provide the best performance from this framework.

Khoshgoftaar, T. M., et al. (2006) applied case based reasoning by using 24 product and four execution metrics on a large telecommunications system to predict software faults. Performance evaluation metrics were average absolute error and average relative error. They reported that case based reasoning works better than multivariate linear regression and correlation based feature selection and stepwise regression model selection did
not improve the performance of models. When CBR was used with Mahalanobis distance, the best performance was achieved. When principal component analysis is applied to remove the metrics’ correlations, CBR with city block distance approach provided better results than CBR with Mahalanobis approach.

Nikora, A. P., & Munson, J. C, (2006) built high-quality software fault predictors on mission data system of Jet Propulsion Laboratory by using method level metrics. There was no quantitative definition for software faults. For example, some researchers looked at the Discrepancy Reports-DR to identify the faults. However, DR reports show the deviations from software requirements and therefore, they should be called as failures, not faults. In this study, they built a framework which includes the rules for fault definition and they proved that fault predictors which look at the token differences between two versions are more effective. From \( a = b + c \) code line, we can extract the following tokens: \( B_1 = \{ <a>, <=, <b>, <+>, <c> \} \). In next version, if this code line changes to \( a = b_\_ c \) code line, the set which shows the differences between two versions will be \( B_2 = \{ <+>, _<> \} \). This means that there is one fault between two versions and + was converted to _ in new version.

Zhou, Y., & Leung, H, (2006) predicted high and low severity faults by using object oriented software metrics on NASA’s KC1 dataset. They investigated logistic regression, Naive Bayes, Random Forests, nearest neighbor with generalization techniques for fault prediction. Performance evaluation metrics were correctness, completeness, and precision. They reported that low severity faults can predicted with a better performance compared to high severity faults and number of children (NOC) is not significant for high severity faults prediction. They stated the other Chidamber–Kemerer metrics were useful for fault prediction.
Mertik, M., et al. (2006) estimated software quality with pruned C4.5, unpruned C4.5, multimethod, SVM using RBF kernel, SVM using linear kernel techniques by using method level metrics on NASA datasets. Multimethod data mining tool was developed in Maribor University and it shows the results in tree format. Multimethod includes several methods and its performance with respect to performance was very high.

Boetticher, G, (2006) investigated the effects of datasets on software engineering and applied J48 and Naive Bayes techniques for the analysis on NASA public datasets. Performance evaluation metrics were PD, PF, and accuracy. Datasets were divided into three parts: training set, nice neighbors test set, and nasty neighbors test set. Nice neighbors are neighbors who are close to the same class and nasty neighbors are neighbors who locate in different classes. He showed that the accuracy was 94% for nice neighbors test set and the accuracy was 20% for nasty neighbors test set. Also, he stated that ten-fold cross-validation is not enough for validation and the difficulty of datasets is a critical issue for evaluation.

Bibi, S., et al. (2008) used Regression via Classification (RvC) technique on Pekka dataset which was collected in one of Finland’s banks and they used different metrics such as disc usage, processor usage, number of users, and document quality for software fault prediction. Performance evaluation metrics were average absolute error and accuracy. They reported that RvC can be used to enhance the understandability of regression models.

Gao, K., & Khoshgoftaar, T. M, (2007) investigated the performance of Poisson regression, zero-inflated poisson regression, negative binomial regression model, Zero-Inflated negative binomial, and Hurdle regression (HP1, HP2, HNB1, HNB2) techniques on two embedded software applications which configure the wireless telecommunications products by
using five file level metrics for software fault prediction. Performance evaluation metrics were Pearson’s chi square measure, information criteria, average absolute error (AAE), and average relative error (ARE). They reported that model based on Zero-Inflated negative binomial technique performs better than the other algorithms according to the information criteria and chi square measures. Model based on HP2 technique was the best one when AAE and ARE parameters were used.

Li, Z., & Reformat M, (2007) predicted software faults with SimBoost technique on JM1 dataset by using method level metrics and accuracy parameter was used for performance evaluation. SimBoost method was proposed in this study and fuzzy labels for classification were suggested. SimBoost did not work well at first and finally fuzzy labels were used. This method with fuzzy labels worked well on this dataset.

Mahaweerawat, A., et al. (2007) first used self-organizing map clustering and then applied RBF for software fault prediction on a dataset which is not explained in the work. Method level metrics were used and performance evaluation metric was mean of absolute residual (MAR). MAR is calculated by subtracting predicted number of faults from the actual number of faults and taking the absolute value of this result. They reported that accuracy was 93% in this study but accuracy is not an appropriate parameter for imbalanced datasets.

Menzies, T., et al. (2007b) investigated several data mining algorithms for software fault prediction on public NASA datasets and they used method level metrics. Performance evaluation metrics were PD, PF, and balance. They achieved the best performance Naive Bayes algorithm and before this algorithm is applied, they used logNum filter for software metrics. They reported that Naive Bayes outperformed J48, the best algorithm changed
according to the dataset characteristics, one dataset and one learning algorithm is not enough for software fault prediction and numerous experiments should be performed for a robust prediction model.

Zhang, H., & Zhang, X. (2007) criticized Menzies et al.’s study (2007a) and they stated that PD and PF parameters are not enough to evaluate the performance of models. They reported that precision was very low in Menzies et al.’s study (2007a) and this model would not be very useful in practice.

Menzies, T., et al. (2007b) responded to comments of Zhang and Zhang (2007) and they stated that precision is not a useful parameter for software engineering problems, models which have low precision provided remarkable results for different problems. Precision is supposed to be high too, but in practice this is not a real case. Furthermore, they reported that some papers which provide models with low precision were selected as best paper in conferences and these models are very useful even though they have low precision.

Ostrand, T. J., et al. (2007) predicted fault-prone modules with negative binomial regression model by using several metrics such as file size, file status, the number of changes on file, and programming language. They reported that negative binomial regression model is very useful according to the accuracy parameter.

Yang, B., et al. (2007) applied Fuzzy Self-Adaptation Learning Control Network-(FALCON) on an artificial dataset. FALCON is a special kind of fuzzy neural network. Inputs for FALCON were software metrics such as complexity, reuse, and depth of inheritance tree and outputs were reliability and effectiveness. They stated that this model can measure several quality
features such as reliability, performance, and maintainability, but they did not try this approach with real datasets. Therefore, it is clear that their study is at early stages.

Pai, G. J., & Dugan, J. B. (2007) used linear regression, Poisson regression, and logic regression to calculate conditional probability densities of Bayes Networks’ nodes and then, they used these networks to calculate the fault proneness of modules on NASA datasets. Chidamber–Kemerer metrics and lines of code metric were used and evaluation parameters were sensitivity, specificity, precision, false positive and false negative parameters. They reported that weighted methods count (WMC), coupling between object classes (CBO), response for a class (RFC), and lines of code metrics are very useful to predict the fault-proneness of modules. Poisson regression analysis showed that depth of inheritance tree (DIT) and numbers of children (NOC) are not significant, but lack of cohesion of methods (LCOM) are significant for fault-proneness. Linear model which does not include LCOM metric was better than the Poisson model which includes LCOM metric. Also, they stated that Bayes model can combine product and process metrics and a model which uses both of these metrics were suggested.

Wang, Q., et al. (2007) predicted software quality with genetic algorithm by using 18 method level and 14 file level metrics on two large telecommunications system. Performance evaluation metrics were Type-I error, Type-II error, and overall misclassification rate. They reported that the proposed model is better than S-PLUS and TreeDisc. They removed the clusters which have less than five members and when purity was more than 80%, clusters were labeled with the dominant class label.

Seliya, N., & Khoshgoftaar, T. M. (2007a) predicted software faults with limited fault data by using Expectation–Maximization (EM)
technique. JM1 dataset was used as training dataset and KC1, KC2, and KC3 were used as test datasets. The importance of this study was to propose a model for limited fault data problem. Sometimes we may not have enough fault data to build accurate models. For example, some project partners may not collect fault data for some project components or execution cost of metrics collection tools on the whole system may be extremely expensive. In these situations, we need powerful classifiers which can build accurate classification models with limited fault data or powerful semi-supervised classification algorithms which can benefit from both unlabeled data and labeled data. They used Type-I error, Type-II error, and overall misclassification rate parameters for performance evaluation. EM technique is first used to give labels to unlabeled data and then all the modules are used to build the prediction model. EM based quality model provided acceptable results for semi supervised fault prediction problem.

Koru, A. G., & Liu, H. (2007) identified change-prone classes with tree based models on K-Office and Mozilla open source projects by using class label metrics. 20% of classes changed and tree based models were very useful to identify these change-prone classes.

Cukic, B., & Ma, Y. (2007) predicted fault-proneness of modules and investigated 16 learning algorithms on JM1 dataset by using method level metrics (Cukic, B., & Ma, Y., 2007). Evaluation parameters were PD and PF. Only four algorithms provided PD value which is higher than 50% and PF value which is lower than 50%. They reported that it is highly critical to use public datasets and common performance evaluation parameters for software fault prediction studies.

Tomaszewski, et al. (2007) used expert opinion and univariate linear regression analysis to predict software faults by using method and class
level metrics on two software systems developed in Ericsson. Accuracy parameter was used for performance evaluation. Eleven experts were invited to this study and they predicted fault-proneness of components. They reported that statistical approaches are more successful than expert opinion and experts did not predict faults easily in large datasets. The accuracy of prediction model based on class level metrics was better than the model based on component level metrics. While statistical approaches are cheaper than expert based approach, expert opinions can consider the project specific issues during prediction. They stated that different experts choose different components as fault-prone, and even if they choose the same components as fault-prone, they calculate diverse fault density values for components. Also, expert experience on products did not affect the results.

Seliya, N., & Khoshgoftaar, T. M. (2007b) proposed a constraint-based semi-supervised clustering scheme that uses K-means clustering method to predict the fault-proneness of program modules when the defect labels for modules are unavailable. However, their approach uses an expert’s domain knowledge to iteratively label clusters as fault-prone or not. The expert labels clusters mainly basing his predictions on his knowledge and some statistical information. This means that this study does not present a well-defined decision mechanism of the expert. On the other hand, the enlargement of the dataset causes the increasing of the number of clusters and iterations, which will require to the expert to spend much more time on this approach. The expert necessity prevents this method to be automatically performed, presenting one of the major drawbacks of this study. Performance evaluation metrics were Type-I error, Type-II error, and overall misclassification rate. They reported that semi-supervised clustering schema provided better performance than traditional clustering methods and half of the modules which could not be labeled were noisy.
Olague, H. M., et al. (2007) investigated three software metrics suites on open source Rhino project’s six versions to predict fault-proneness of object-oriented classes developed using highly iterative or agile software development processes. Univariate binary logistic regression (UBLR) and multivariate binary logistic regression (MBLR) techniques were used for the analysis. Chidamber–Kemerer (CK) metrics suite, Abreu’s object oriented metrics (MOOD), and Bansiya and Davis’s quality metrics (QMOOD) were investigated. Accuracy parameter was used for model validation and Spearman correlation was applied to examine the metrics’ effects. They reported that CK and QMOOD metrics are very useful for fault prediction, but MOOD metrics are useless. Furthermore, they stated that MBLR models are useful for iterative and agile software development processes, WMC (weighted methods count) and RFC (response for children) metrics from CK metrics suite are useful for fault prediction, CIS and NOM metrics from QMOOD metrics suite are useful according to the UBLR analysis. The best performance was achieved when CK metrics were used.

Binkley, D., et al. (2007) Used linear mixed-effects regression model on Mozilla and a commercial product by using QALP score, total lines of code, and lines of code except comments and blank lines. Determination coefficient was used as performance evaluation parameter. They reported that neither QALP nor size measure is a good predictor for Mozilla project.

Jiang, Y., et al. (2007) Predicted software faults using early lifecycle data. They investigated 1-R, Naive Bayes, Voted Perceptron, Logistic Regression, J48, VFI, IBk, and Random Forests for fault prediction by using metrics extracted from textual requirements and code metrics. PD and PF were selected as performance evaluation metrics. They reported that the performances of algorithms except Voted Perceptron algorithm improved when code metrics were combined with requirement metrics. Only three
projects of NASA include requirement metrics and ARM (Automated Requirement Measurement) tool was developed in NASA Goddard Software Assurance Research Center to extract requirement metrics from requirement documents.

Bibi, S., et al. (2008) Applied Regression via Classification (RvC) to software fault prediction problem to estimate the number of software faults with a confidence interval. RvC provided better regression error than the standard regression methods. Pekka dataset from a big commercial bank in Finland and ISBSG (International Software Benchmarking Standards Group) dataset were used for the analysis. Performance evaluation metric was Mean Absolute Error (MAE).

Bingbing, Y., et al. (2008) Used Affinity Propagation clustering algorithm on two datasets and compared the performance of it with the performance of K-means clustering method. Affinity Propagation was developed by Brendan J. Frey and Delbert Dueck. This algorithm was better than K-means clustering on two datasets according to the Type-II error. Performance evaluation metrics were Type-I error, Type-II error, and entire correct classification rate (CCR). A medical imaging system and Celestial Spectrum Analysis System datasets were used for the analysis. Affinity Propagation reduced Type-II error and increased CCR on software datasets and the number of cluster was two.

Marcus, A., et al. (2008) Proposed a new cohesion metric named Conceptual Cohesion of Classes (C3) in this study. They showed that the combination of structural and conceptual cohesion metrics provide better performance than the standalone usage of structural metrics for software fault prediction modeling. WinMerge and Mozilla projects were used for experimental evaluation. Performance evaluation metrics were precision,
correctness, and completeness. Univariate logistic regression analysis showed that C3 ranks better than many of the cohesion metrics.

Shafi, S., et al. (2008) compared the performance of 30 techniques on two datasets for software quality prediction. First dataset is JEditData and second one is AR3 from PROMISE repository. Performance evaluation parameters were precision, recall, specificity, and accuracy. This study showed that the techniques classification via regression and LWL performed better than the other techniques. However, only two datasets were used in this study.

Riquelme, J. C., et al. (2008) investigated two balancing techniques with two classifiers, Naive Bayes and C4.5, on five public datasets from PROMISE repository for software fault prediction. They reported that balancing techniques improve the AUC measure, but did not improve the percentage of correctly classified instances. Performance evaluation metrics were AUC and percentage of correctly classified instances. Sampling metrics were resample implementation of WEKA and SMOTE.

Shatnawi, R., & Li, W. (2008) studied the effectiveness of software metrics in identifying fault-prone classes in post-release software evolution process. Three releases of Eclipse project were investigated and the prediction accuracy decreased from release to release. Performance evaluation metric was AUC. They predicted class error-proneness and error severity categories in the post-release evolution of a system. Error severity categories were more useful than two class categorization because more severe faults were identified with severity categories.

Arisholma, et al. (2010) evaluated fault-proneness models on a large Java legacy system project. They reported that modeling technique has
limited effect on the prediction accuracy, process metrics are very useful for fault prediction, and the best model is highly dependent on the performance evaluation parameter. They proposed a surrogate measure of cost effectiveness for assessment of models. Adaboost combined with C4.5 provided the best results and techniques were used with default parameters.

Catal, C., & Diri, B. (2009a) focused on the high-performance fault predictors based on machine learning such as Random Forests and algorithms based on a new computational intelligence approach called Artificial Immune Systems. Public NASA datasets were used. They reported that Random Forests provides the best prediction performance for large datasets and Naive Bayes is the best prediction algorithm for small datasets in terms of the Area under Receiver Operating Characteristics Curve (AUC) evaluation parameter.

Turhan, B., & Bener, A. (2009) showed that independence assumption in Naive Bayes algorithm is not detrimental with principal component analysis (PCA) pre-processing and they used PD, PF and balance parameters in their study.

Chang, C., et al. (2009) proposed a fault prediction approach based on association rules to discover fault patterns. They reported that prediction results were excellent. The benefit of this method is the discovered fault patterns can be used in causal analysis to find out the causes of faults.

Mende, T., & Koschke, R. (2009) evaluated lines of code metric based prediction on thirteen NASA datasets and this model performed well in terms of Area under ROC curve (AUC) parameter and they could not show statistical significant differences to some data mining algorithms. When effort-sensitive performance measure was used, a line of code metric based
prediction approach was the worst one. Thirteen datasets from NASA were used in this study.

Tosun, A., et al. (2009) conducted experiments on public datasets to validate Zimmermann and Nagappan’s paper published in ICSE’08. Three embedded software projects were used for the analysis. They reported that network measures are significant indicators of fault-prone modules for large systems. Performance evaluation metrics were PD, PF, and precision.

Turhan, B., et al. (2009) investigated 25 projects of a telecommunication system and trained models on NASA MDP data. They used static call graph based ranking (CBGR) and nearest neighbor sampling to build defect predictors. They reported that at least 70% of faults can be identified by inspecting only 6% of code with Naive Bayes model and 3% of code with CBGR model. Twenty nine static code metrics were used in this research. Cross-company NASA data were used due to the lack of local fault data.

Kim et al (2006) proposed the UML point, combining use case points and class points (Costagliola et al 2005) to provide software system size information. This work was based on use case diagram and class diagram of UML. An automated tool, the UML point generator was developed to generate the UML points.

Preethi et al (2011) proposes few other metrics like: 1. Number of associated classes within a class (NAC) : This metric gives the number of associated classes with a particular class. All kind of associations (e.g. association, aggregation and composition) will be used to count the number of associated classes. 2. Total Associated Class (TAC) This metric
gives the number of times all associated attributes of a particular class type are used by methods of a user class.

Wan et al (2017) proposed and implement a manufacturing big data solution for active preventive maintenance in manufacturing environments. First, it provide the system architecture that is used for active preventive maintenance.

Singh et al (2017) performed a research on Genetic algorithms, they are identified to be one among the best means of solving a set of problems related to which very less information is given. Genetic algorithms are generalized algorithms and therefore they will function well in any kind of search space.

The different researcher have been taken interest to construct a cross project defect prediction model with a number of metrics set like class level metric, process metrics, static code metrics but they could not build more feasible accurate models.

2.3 SUMMARY

In this chapter, various research methodologies that are conducted towards achieving the reliable and accurate identification of faults those are present in the software code. The functioning procedure and varying terms used by those methodologies are described and the performance results also derived.