CHAPTER 7
OTHER CONDITIONAL TESTS BASED ON NEYMAN-PEARSON APPROACH

7.1. INTRODUCTION.

In chapter 2 through chapter 5, we have obtained some conditional tests based on quadratic forms for different distributions such as Weibull, Gamma, mixture of degenerated (degenerated at zero) and Weibull distribution. And in chapter 6, we have generalized the method for any density $f(x; \theta, \beta)$. Lehmann (1976) discusses UMP unbiased tests for multiparameter exponential families using conditional distributions. In this chapter we obtain tests for Weibull distribution, Gamma distribution and for Weibull process based on Neyman-Pearson approach under the conditional set up. It is seen that some tests are uniformly most powerful tests under the unconditional set up also.

7.2. CONDITIONAL TEST FOR THE SHAPE PARAMETER IN THE WEIBULL DISTRIBUTION.

Let $X_1, X_2, \ldots, X_n$ be a random sample from the Weibull distribution defined by the pdf

$$ f_X(x; \theta, \beta) = (\beta/\theta)x^{\beta-1}e^{-x^\beta/\theta}, \quad x > 0, \theta, \beta > 0. \quad (7.2.1) $$

Then the joint pdf of $(X_1, X_2, \ldots, X_n)$ is
\[ f_X(x; \theta, \beta) = (\beta/\theta)^n \prod_{i=1}^{n} x_i^{\beta - 1} e^{-\sum_{i=1}^{n} x_i^{\beta}/\theta}. \] (7.2.2)

For known \( \beta \), \( T_\beta = \sum_{i=1}^{n} x_i^{\beta} \) is the sufficient statistic for \( \theta \). Now, given \( (x_1, x_2, \ldots, x_n) \), we can compute \( t_\beta = \sum_{i=1}^{n} x_i^{\beta} \) for \( \beta = \beta_0 \) and \( \beta = \beta_1 \). Then the conditional distribution of \( X = (X_1, X_2, \ldots, X_{n-1}) \) given \( T_\beta = t_\beta \) is

\[ f(x_1, x_2, \ldots, x_{n-1} | t_\beta) = \Gamma n \beta^{n-1} \prod_{i=1}^{n-1} x_i^{\beta - 1}/t_\beta^{n-1}. \] (7.2.3)

\[ \sum_{i=1}^{n} x_i^{\beta} \leq t_\beta, \quad 0 < x_i < \infty, \] which is free from the parameter \( \theta \). Therefore, we shall consider the problem of testing \( H_0: \beta = \beta_0 \) against \( H_1: \beta = \beta_1 > \beta_0 \) \( (H_2: \beta = \beta_1 < \beta_0) \) treating that the observations have come from (7.2.3). In this conditional set up, using Neymann-Pearson approach, we have

\[ \lambda = \frac{f_{H_1}(x_1, x_2, \ldots, x_{n-1} | t_\beta)}{f_{H_0}(x_1, x_2, \ldots, x_{n-1} | t_\beta)} \]

\[ = \left( \frac{\beta_1 t_\beta}{\beta_0 t_\beta} \right)^{n-1} \prod_{i=1}^{n-1} x_i^{\beta_1 - \beta_0}. \] (7.2.4)

We reject \( H_0 \) in favour of \( H_1 \) if \( \lambda \geq c_\alpha \), where \( c_\alpha \) is the \( \alpha \)th percentile of the distribution of \( \lambda \) under \( H_0 \). Now, \( \lambda \geq c_\alpha \) only if
\[ n \sum_{i=1}^{n-1} \ln(x_i) \geq c_\alpha(t_{\beta_0}) \cdot \]

Note that here \((x_i, i=1,2,...,n-1)\) is a realization from (7.2.3) under \(H_0\). \(c_\alpha(t_{\beta_0})\) is to be obtained using the size condition

\[ \frac{n-1}{\sum_{i=1}^{n-1} \ln(x_i)} \geq c_\alpha(t_{\beta_0}) | t_{\beta_0} \alpha, \]

for given value of \(\alpha\). Using the transformation,

\[ W_i = \left(\frac{t_{\beta_0}}{t_{\beta_0}}\right) \cdot i=1,2,...,n-1. \]

we have

\[ \frac{n-1}{\sum_{i=1}^{n-1} \ln(W_i)} \leq c_\alpha^*(t_{\beta_0}) | t_{\beta_0} \alpha, \]

where \(c_\alpha^*(t_{\beta_0}) = \beta_0 c_\alpha(t_{\beta_0}) - \ln(t_{\beta_0})\). The joint pdf of \(W_1,W_2,...,W_{n-1}\) under \(H_0\), is

\[ f(w_1,w_2,...,w_{n-1} | t_{\beta_0}) = (n-1)!, \]

\[ 0 < \sum_{i=1}^{n-1} w_i \leq 1, \quad 0 < w_i \leq 1, \quad i=1,2,...,n-1. \]

It can be seen that the distribution given in (7.2.6) does not depend on \(t_{\beta_0}\). This fact helps us to obtain the \(\alpha\)-th percentiles of the distribution of

\[ -\sum_{i=1}^{n} \ln(W_i) \] in (7.2.5). In practice, it is difficult to get the
exact distribution of \( -\sum_{i=1}^{n-1} \ln(W_i) \), hence we obtain the \( \alpha \)-percentiles through simulation. For this, we derive the conditional distribution of \( W_i \) given \( (w_1, w_2, \ldots, w_{n-1}) \).

The joint pdf of \( W_1, W_2, \ldots, W_i \ i \leq n-1 \), is given by

\[
f(w_1, w_2, \ldots, w_i)
\]

\[
= (n-1)! \int_{0}^{1} \ldots \int_{0}^{1} dw_i \ldots dw_i+1
\]

\[
= (n-1)! \int_{0}^{1} \ldots \int_{0}^{1} (1 - \sum w_j) dw_i \ldots dw_i+1
\]

\[
= (n-1)! \int_{0}^{1} \ldots \int_{0}^{1} (1 - \sum w_j)^2 dw_i \ldots dw_i+1.
\]

Successively evaluating the remaining integrals we get, finally,
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\begin{equation}
  f(w_1, w_2, \ldots, w_i) = \frac{(n-1)!}{(n-1-i)!} \left(1 - \sum_{j=1}^{i} w_j\right)^{n-i-1}, \quad (7.2.7)
\end{equation}

\(0 < \sum_{j=1}^{i} w_j < 1, 0 < w_j < 1, j=1,2,\ldots,i.\) The marginal pdf of \(W_i\) is given by

\begin{equation}
  f(w_i) = (n-1) (1-w_i)^{n-2}, 0<w_i<1. \quad (7.2.8)
\end{equation}

Then the conditional pdf of \(W_i\) given \(w_1, w_2, \ldots, w_i-1\) is

\begin{equation}
  f(w_i|w_1, w_2, \ldots, w_{i-1}) = \frac{(n-i)!}{w_{i-1}^{*}} \left(1 - w_i/w_{i-1}^{*}\right)^{n-i-1}, \quad (7.2.9)
\end{equation}

\(0 < w_i < w_{i-1}^{*}\), where \(w_{i-1}^{*} = 1 - \sum_{j=1}^{i-1} w_j\). Now we generate 5000 values of \(W = (W_1, W_2, \ldots, W_{n-1})\) using (7.2.8) and (7.2.9) and provide the simulated percentiles in Table 7.1.

\begin{table}[h]
\centering
\begin{tabular}{c|cccc}
\hline
\(\alpha\) & .01 & .05 & .95 & .99 \\
\hline
\(n\) &  &  &  &  \\
10 & 21.2774 & 22.0891 & 30.0826 & 33.0041 \\
20 & 60.5778 & 62.2331 & 73.9863 & 77.2279 \\
30 & 106.5365 & 108.2875 & 122.6585 & 126.6168 \\
40 & 155.6249 & 158.0954 & 174.9125 & 178.9849 \\
50 & 208.0253 & 210.9621 & 229.2118 & 234.2231 \\
60 & 262.2556 & 265.4741 & 285.7267 & 290.2925 \\
70 & 318.7497 & 322.0091 & 343.8069 & 349.8369 \\
80 & 376.0086 & 379.7300 & 403.7801 & 409.7236 \\
90 & 435.3227 & 439.6501 & 464.4130 & 470.0324 \\
100 & 495.5522 & 499.9197 & 526.4383 & 532.8998 \\
120 & 619.3477 & 624.4763 & 653.1782 & 660.0628 \\
\hline
\end{tabular}
\caption{Percentile points of \(-\sum_{i=1}^{n-1} \ln(W_i)\).}
\end{table}
Since $c^\alpha$ in (7.2.5) does not depended upon the value $\beta_1$ of $\beta$, except that $\beta_1 > \beta_0$, the test remains the same for $H_0: \beta = \beta_0$ against $H_1: \beta > \beta_0$. Hence, under the conditional set up, the test is uniformly most powerful.

By replacing $t_{\beta_1}$ by $T_{\beta_1} = \frac{\sum X_i}{\sqrt{n}}$ and $t_{\beta_0}$ by $T_{\beta_0} = \frac{\sum X_i}{\sqrt{n}}$ in (7.2.4), we get an alternative test procedure, which rejects $H_0$ when

$$
\lambda^* = \frac{(n-1) (\beta_1 - \beta_0)^{1/(n-1)}}{\sum X_i / \sum X_i} > c_{\alpha}^{**},
$$

where $c_{\alpha}^{**}$ is the $\alpha$th percentile of the null distribution of the test statistic. The percentiles of the null distribution of the test statistic are obtained through simulation. The simulated percentiles for $(\beta_1/\beta_0) = 1.2(2.0)2.0$ and $3.0$ are give in Table 7.2.

<table>
<thead>
<tr>
<th>$\beta_1/\beta_0$</th>
<th>1.2</th>
<th>1.4</th>
<th>1.6</th>
<th>1.8</th>
<th>2.0</th>
<th>3.0</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.01</td>
<td>.05</td>
<td>.01</td>
<td>.05</td>
<td>.01</td>
<td>.05</td>
</tr>
<tr>
<td>$n$</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.956</td>
<td>.929</td>
<td>.909</td>
<td>.853</td>
<td>.863</td>
<td>.776</td>
</tr>
<tr>
<td></td>
<td>.810</td>
<td>.703</td>
<td>.744</td>
<td>.635</td>
<td>.482</td>
<td>.339</td>
</tr>
<tr>
<td>20</td>
<td>.917</td>
<td>.893</td>
<td>.825</td>
<td>.787</td>
<td>.741</td>
<td>.684</td>
</tr>
<tr>
<td></td>
<td>.663</td>
<td>.588</td>
<td>.587</td>
<td>.502</td>
<td>.288</td>
<td>.209</td>
</tr>
<tr>
<td>30</td>
<td>.895</td>
<td>.876</td>
<td>.795</td>
<td>.756</td>
<td>.697</td>
<td>.643</td>
</tr>
<tr>
<td></td>
<td>.607</td>
<td>.544</td>
<td>.523</td>
<td>.456</td>
<td>.220</td>
<td>.166</td>
</tr>
<tr>
<td>40</td>
<td>.887</td>
<td>.867</td>
<td>.773</td>
<td>.737</td>
<td>.674</td>
<td>.624</td>
</tr>
<tr>
<td></td>
<td>.567</td>
<td>.518</td>
<td>.489</td>
<td>.426</td>
<td>.188</td>
<td>.140</td>
</tr>
<tr>
<td>50</td>
<td>.881</td>
<td>.861</td>
<td>.759</td>
<td>.729</td>
<td>.649</td>
<td>.611</td>
</tr>
<tr>
<td></td>
<td>.554</td>
<td>.501</td>
<td>.455</td>
<td>.406</td>
<td>.161</td>
<td>.126</td>
</tr>
<tr>
<td>60</td>
<td>.874</td>
<td>.858</td>
<td>.749</td>
<td>.720</td>
<td>.636</td>
<td>.599</td>
</tr>
<tr>
<td></td>
<td>.539</td>
<td>.489</td>
<td>.442</td>
<td>.398</td>
<td>.152</td>
<td>.121</td>
</tr>
<tr>
<td>70</td>
<td>.866</td>
<td>.852</td>
<td>.743</td>
<td>.715</td>
<td>.622</td>
<td>.589</td>
</tr>
<tr>
<td></td>
<td>.53</td>
<td>.479</td>
<td>.421</td>
<td>.385</td>
<td>.139</td>
<td>.112</td>
</tr>
<tr>
<td>80</td>
<td>.864</td>
<td>.849</td>
<td>.731</td>
<td>.707</td>
<td>.617</td>
<td>.583</td>
</tr>
<tr>
<td></td>
<td>.506</td>
<td>.473</td>
<td>.414</td>
<td>.379</td>
<td>.136</td>
<td>.109</td>
</tr>
<tr>
<td>90</td>
<td>.862</td>
<td>.847</td>
<td>.731</td>
<td>.706</td>
<td>.608</td>
<td>.577</td>
</tr>
<tr>
<td></td>
<td>.501</td>
<td>.465</td>
<td>.408</td>
<td>.371</td>
<td>.124</td>
<td>.101</td>
</tr>
<tr>
<td>100</td>
<td>.859</td>
<td>.846</td>
<td>.726</td>
<td>.701</td>
<td>.604</td>
<td>.573</td>
</tr>
<tr>
<td></td>
<td>.494</td>
<td>.461</td>
<td>.398</td>
<td>.366</td>
<td>.120</td>
<td>.095</td>
</tr>
<tr>
<td>120</td>
<td>.854</td>
<td>.843</td>
<td>.719</td>
<td>.697</td>
<td>.590</td>
<td>.566</td>
</tr>
<tr>
<td></td>
<td>.481</td>
<td>.450</td>
<td>.389</td>
<td>.359</td>
<td>.108</td>
<td>.078</td>
</tr>
</tbody>
</table>
The Monte Carlo power study for the test based on \( \lambda^* \) has been carried out for different values of \((\beta_1/\beta_0)\) and the results are provided in Table 7.3.

### Table 7.3.
**Power of \( \lambda^* \) test for different value of \((\beta_1/\beta_0)\) and \(\alpha=0.05\)**

<table>
<thead>
<tr>
<th>(\beta_1/\beta_0)</th>
<th>(n=10)</th>
<th>(n=20)</th>
<th>(n=30)</th>
<th>(n=40)</th>
<th>(n=50)</th>
<th>(n=80)</th>
<th>(n=100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.2)</td>
<td>0.1284</td>
<td>0.2138</td>
<td>0.3064</td>
<td>0.3992</td>
<td>0.4722</td>
<td>0.6634</td>
<td>0.7212</td>
</tr>
<tr>
<td>(1.4)</td>
<td>0.2622</td>
<td>0.5116</td>
<td>0.7088</td>
<td>0.8436</td>
<td>0.9498</td>
<td>0.9892</td>
<td>0.9966</td>
</tr>
<tr>
<td>(1.6)</td>
<td>0.4326</td>
<td>0.7700</td>
<td>0.9304</td>
<td>0.9810</td>
<td>0.9984</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(1.8)</td>
<td>0.5874</td>
<td>0.9264</td>
<td>0.9876</td>
<td>0.9992</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(2.0)</td>
<td>0.7100</td>
<td>0.9824</td>
<td>0.9988</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(3.0)</td>
<td>0.9878</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

It is seen that the power of the test for \( H_0: \beta=\beta_0 \) against \( H_1: \beta=\beta_1 \) for any value \( \beta^* (>\beta_1) \) of \( \beta \) is approximately equal to the power of the test for \( H_0: \beta=\beta_0 \) against \( H_1: \beta^*=\beta^* \). Therefore the \( \lambda^* \) test can be used for testing \( H_0: \beta=\beta_0 \) against \( H_1: \beta=\beta_1 \). Table 7.4 gives such values of powers of \( \lambda^* \) test for \( H_0: \beta=\beta_0 \) against \( H_1: \beta=1.2\beta_0=\beta_1 \), considering \((\beta/\beta_0)>1.2\)

### Table 7.4.
**Powers of the \( \lambda^* \) test for \( H_0: \beta=\beta_0 \) vs \( H_1: \beta=1.2\beta_0=\beta_1 \), \((\beta/\beta_0)=1.2\)**

<table>
<thead>
<tr>
<th>(\beta/\beta_0=1.4)</th>
<th>(\beta/\beta_0=1.6)</th>
<th>(\beta/\beta_0=1.8)</th>
<th>(\beta/\beta_0=2)</th>
<th>(\beta/\beta_0=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n=10)</td>
<td>0.2588</td>
<td>0.4180</td>
<td>0.5722</td>
<td>0.7092</td>
</tr>
<tr>
<td>(n=20)</td>
<td>0.5048</td>
<td>0.7574</td>
<td>0.9202</td>
<td>0.9760</td>
</tr>
<tr>
<td>(n=30)</td>
<td>0.7030</td>
<td>0.9268</td>
<td>0.9902</td>
<td>0.9996</td>
</tr>
<tr>
<td>(n=40)</td>
<td>0.8334</td>
<td>0.9834</td>
<td>0.9996</td>
<td>1.0000</td>
</tr>
<tr>
<td>(n=60)</td>
<td>0.9352</td>
<td>0.9986</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(n=80)</td>
<td>0.9880</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>(n=100)</td>
<td>0.9948</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
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Let $X_1, X_2, \ldots, X_n$ be a random sample from

$$f_X(x; \theta, \beta) = \frac{1}{\theta^\beta \Gamma(\beta)} x^{\beta-1} e^{-x/\theta}, \quad x > 0, \theta, \beta > 0. \quad (7.3.1)$$

The joint pdf of $X = (X_1, X_2, \ldots, X_n)$ is

$$f_{X}(x; \theta, \beta) = \frac{1}{\theta^{n\beta} (\Gamma(\beta))^n} \prod_{i=1}^{n} \frac{x_i^{\beta-1}}{e^{x_i/\theta}}. \quad (7.3.2)$$

For known $\beta$, $T = \sum_{i=1}^{n} X_i$ is sufficient statistic for $\theta$, having the pdf

$$f_T(t; \theta, \beta) = \frac{1}{\Gamma(n\beta) \theta^n} e^{-t/\theta} t^{n-1}, \quad t > 0. \quad (7.3.3)$$

Then the conditional distribution of $(X_1, X_2, \ldots, X_{n-1})$ given $T=t$ is

$$f(x_1, x_2, \ldots, x_{n-1} | T=t) = \frac{\Gamma(n\beta)}{\Gamma(\beta) \theta^{n}\Gamma(\beta)^{n-1}} \left( t - \sum_{i=1}^{n-1} x_i \right)^{\beta-1} \prod_{i=1}^{n} x_i^{\beta-1}, \quad (7.3.4)$$

for $n-1 \leq t$, $0 < x_i < \infty$, which is free from the parameter $\theta$.

We shall consider the problem of testing $H_0: \beta = \beta_0$ against $H_1: \beta > \beta_0$ treating that the observations $x_1, x_2, \ldots, x_{n-1}$ have come from (7.3.4). In this set up using Neymann-Pearson approach, we
have

\[ \lambda = \frac{f_{H_1}(x_1, x_2, \ldots, x_{n-1} | t)}{f_{H_0}(x_1, x_2, \ldots, x_{n-1} | t)} \]

\[ = \frac{\Gamma(n\beta_1)}{\Gamma(n\beta_0)} \left( \frac{\Gamma(\beta_0)}{\Gamma(\beta_1)} \right)^n \frac{(t - \Sigma x_i)^{\beta_1 - \beta_0 - 1}}{t^{n(\beta_1 - \beta_0)}} \prod_{i=1}^{n-1} x_i^{\beta_1 - \beta_0}. \]  

(7.3.5)

We reject \( H_0 \) if \( \lambda \geq c_\alpha(\beta_0, \beta_1) \) where \( c_\alpha(\beta_0, \beta_1) \) is the \( \alpha \)th percentile of the distribution of \( \lambda \) under \( H_0 \). Now, \( \lambda \geq c_\alpha \), only if,

\[ (t - \Sigma x_i) \prod_{i=1}^{n-1} x_i^{\beta_1 - \beta_0} \geq c_\alpha(\beta_0, \beta_1) \]

\[ [1 - \Sigma (x_i / t)] \prod_{i=1}^{n-1} (x_i / t) \geq c_\alpha(\beta_0, \beta_1). \]

Here \( c_\alpha(\beta_0, \beta_1) \) is to be obtained using size condition

\[ P_{H_0} \left\{ \prod_{i=1}^{n-1} (x_i / t) \geq c_\alpha(\beta_0, \beta_1) \right\} = \alpha. \]

Making the transformation,

\[ W_i = X_i / t, \quad i = 1, 2, \ldots, n-1, \]

we have

\[ P_{H_0} \left\{ \prod_{i=1}^{n-1} W_i \geq c_\alpha(\beta_0, \beta_1) | t \right\} = \alpha. \]

Viz.
\[ \int_{c_\alpha(\beta_0, \beta_1)}^{\infty} f_U(u, \beta_0) du = \alpha, \]  
\[ (7.3.6) \]

where

\[ U = (1 - \sum_{i=1}^{n-1} w_i) \prod_{i=1}^{n-1} w_i. \]

and the joint pdf of \( W_1, W_2, \ldots, W_{n-1} \), given \( t \) under \( H_0 \)

\[ f(w_1, w_2, \ldots, w_{n-1} | t) = \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} (1 - \sum_{i=1}^{n-1} w_i)^{\beta_0-1} \prod_{i=1}^{n-1} w_i^{\beta_0-1}. \]  
\[ (7.3.7) \]

\[ \sum_{i=1}^{n-1} w_i \leq 1, 0 < w_i \leq 1, i=1,2,\ldots,n-1. \]  
It is noted that the distribution given in (7.3.7) does not depend on \( t \). In practice, it is difficult to get the exact distribution of \( U \), hence we obtain the \( \alpha \)-th percentiles of the distribution of \( U \) through simulation. For this, we obtain the distribution of \( W_i \) given \( (w_1, w_2, \ldots, w_{i-1}) \).

We have from (7.3.7)

\[ f(w_1, w_2, \ldots, w_i) = \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} \prod_{j=i+1}^{n-1} w_j^{\beta_0-1} \int_{0}^{\infty} (1 - \sum_{j=1}^{n-1} w_j) \prod_{i=1}^{n-1} w_i^{\beta_0-1} dw_{n-1} \cdots dw_{i+1} \]
\[
\frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} \frac{2^{\beta_0-1}}{(1-\Sigma w_j)^{\beta_0-1}} \beta_0-1
\]

\[
= \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} B(\beta_0,\beta_0) \int_{0}^{\infty} ... (1-\Sigma w_i)^{\beta_0-1}
\]

\[
= \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} B(\beta_0,\beta_0) \int_{0}^{\infty} ... (1-\Sigma w_i)^{\beta_0-1}
\]

\[
\left[1 - \frac{w_{n-2}}{(1 - \Sigma w_i)}\right]^{2^{\beta_0-1}} dw_{n-2} ... dw_{i+1}
\]

\[
= \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} B(\beta_0,\beta_0) \int_{0}^{\infty} ... (1-\Sigma w_i)^{\beta_0-1}
\]

\[
= \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{\beta_0-1} B(\beta_0,\beta_0) \int_{0}^{\infty} ... (1-\Sigma w_i)^{\beta_0-1}
\]

\[
\prod_{j=1}^{i} w_j^{\beta_0-1} \int_{0}^{\infty} ... (1-\Sigma w_i)^{\beta_0-1}
\]
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Continuing the process of evaluating the integrals successively, we get

\[
f(w_1, w_2, \ldots, w_i) = \frac{\Gamma(n\beta_0)}{(\Gamma\beta_0)^n} \prod_{j=1}^{i} w_j^{(n-i)\beta_0^*} B(\beta_0, \beta_0) B(\beta_0, 2\beta_0) \ldots B(n-i)\beta_0, \beta_0).
\]

(7.3.8)

\[
0 < w_j < 1, \quad j = 1, 2, \ldots, i. \quad \text{The conditional distribution of } W_i \text{ given } (w_1, w_2, \ldots, w_{i-1}) \text{ is, then,}
\]

\[
f(w_i | w_1, w_2, \ldots, w_{i-1}) = \frac{\Gamma((n-i+1)\beta_0)}{\Gamma\beta_0^*((n-i)\beta_0)} \left[1 - \frac{w_i}{w_{i-1}}\right]^{(n-i)\beta_0^*} \left[\frac{w_i}{w_{i-1}}\right]^{\beta_0^*} \frac{1}{w_{i-1}}, \quad (7.3.9)
\]
0 < w_i < w_i-1, where \( w_i^* = 1 - \sum_{j=1}^{i-1} w_j \). The marginal pdf of \( W_i \) is given by

\[
f(w_i) = \frac{\Gamma(n\beta_0)}{\Gamma(\beta_0)^{n}} (1 - w_i)^{(n-1)\beta_0 - 1} \beta_0^{-1} w_i, \quad 0 < w_i < 1.
\]

(7.3.10)

Using (7.3.9) and (7.3.10) one can generate random samples \( (W_1, W_2, \ldots, W_{n-1}) \) and simulate the percentiles of the distribution of \( U \).

From (7.3.6), we see that the constant \( c_a(\beta_0, \beta_1) \) does not depend on \( \beta_1 \). Hence, the test is valid for composite alternative \( H_1: \beta > \beta_0 \).

Since the joint distribution of \( W_1, W_2, \ldots, W_{n-1} \) does not depend on the value \( t \) of \( T \), taking \( W_i \) by \( X_i/T \), we have,

\[
P_{H_0} \left[ \prod_{i=1}^{n-1} \frac{X_i}{\sum_{i=1}^{n} X_i} \geq c_a(\beta_0) \right] = \alpha.
\]

\[
P_{H_0} \left[ \prod_{i=1}^{n} \left( \frac{X_i}{\sum_{i=1}^{n} X_i} \right) \geq c_a(\beta_0) \right] = \alpha.
\]

\[
P_{H_0} \left[ \left( \prod_{i=1}^{n} X_i^{1/n} / \left( \sum_{i=1}^{n} X_i / n \right)^n \right) \geq c_a(\beta_0) \right] = \alpha.
\]

\[
P_{H_0} \left[ (\bar{X}/\bar{X}) \geq c_a(\beta_0) \right] = \alpha.
\]
where \( \bar{x} \) is the geometric mean and \( \bar{x} \) is the arithmetic mean of \( x_1, x_2, \ldots, x_n \) and \( c_\alpha(\beta_0) \) is the \( \alpha \)-th percentile of the distribution of \( \bar{x}/\bar{X} \). The simulated percentiles for different values of \( \beta_0 \) are given in Tables 7.5 to 7.7.

Table 7.5.
Percentile points of the distribution of \( \bar{x}/\bar{X} \) (for \( \beta_0=1 \)).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha = .01 )</th>
<th>( \alpha = .05 )</th>
<th>( \alpha = .95 )</th>
<th>( \alpha = .99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.2835</td>
<td>.3711</td>
<td>.8221</td>
<td>.8923</td>
</tr>
<tr>
<td>20</td>
<td>.3497</td>
<td>.4161</td>
<td>.7422</td>
<td>.7988</td>
</tr>
<tr>
<td>30</td>
<td>.3898</td>
<td>.4411</td>
<td>.7077</td>
<td>.7609</td>
</tr>
<tr>
<td>40</td>
<td>.4007</td>
<td>.4544</td>
<td>.6848</td>
<td>.7306</td>
</tr>
<tr>
<td>50</td>
<td>.4207</td>
<td>.4677</td>
<td>.6739</td>
<td>.7109</td>
</tr>
<tr>
<td>60</td>
<td>.4347</td>
<td>.4749</td>
<td>.6621</td>
<td>.7021</td>
</tr>
<tr>
<td>70</td>
<td>.4407</td>
<td>.4772</td>
<td>.6554</td>
<td>.6909</td>
</tr>
<tr>
<td>80</td>
<td>.4476</td>
<td>.4837</td>
<td>.6467</td>
<td>.6784</td>
</tr>
<tr>
<td>90</td>
<td>.4557</td>
<td>.4888</td>
<td>.6429</td>
<td>.6722</td>
</tr>
<tr>
<td>100</td>
<td>.4626</td>
<td>.4934</td>
<td>.6397</td>
<td>.6683</td>
</tr>
<tr>
<td>120</td>
<td>.4739</td>
<td>.4936</td>
<td>.6312</td>
<td>.6594</td>
</tr>
</tbody>
</table>

Table 7.6.
Percentile points of the distribution of \( \bar{x}/\bar{X} \) (for \( \beta_0=1.2 \)).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \alpha = .01 )</th>
<th>( \alpha = .05 )</th>
<th>( \alpha = .95 )</th>
<th>( \alpha = .99 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.3634</td>
<td>.4508</td>
<td>.8554</td>
<td>.9068</td>
</tr>
<tr>
<td>20</td>
<td>.4263</td>
<td>.4921</td>
<td>.7849</td>
<td>.8315</td>
</tr>
<tr>
<td>30</td>
<td>.4548</td>
<td>.5095</td>
<td>.7547</td>
<td>.7941</td>
</tr>
<tr>
<td>40</td>
<td>.4720</td>
<td>.5213</td>
<td>.7386</td>
<td>.7720</td>
</tr>
<tr>
<td>50</td>
<td>.4919</td>
<td>.5323</td>
<td>.7262</td>
<td>.7559</td>
</tr>
<tr>
<td>60</td>
<td>.5061</td>
<td>.5441</td>
<td>.7152</td>
<td>.7479</td>
</tr>
<tr>
<td>70</td>
<td>.5164</td>
<td>.5456</td>
<td>.7099</td>
<td>.7391</td>
</tr>
<tr>
<td>80</td>
<td>.5198</td>
<td>.5522</td>
<td>.7019</td>
<td>.7282</td>
</tr>
<tr>
<td>90</td>
<td>.5233</td>
<td>.5559</td>
<td>.6968</td>
<td>.7218</td>
</tr>
<tr>
<td>100</td>
<td>.5266</td>
<td>.55988</td>
<td>.6928</td>
<td>.71881</td>
</tr>
<tr>
<td>120</td>
<td>.5401</td>
<td>.5640</td>
<td>.6891</td>
<td>.7117</td>
</tr>
</tbody>
</table>
Table 7.7.
Percentile points of the distribution of $\bar{X}/\bar{X}$ (for $\beta_0=1.4$).

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha$</th>
<th>.01</th>
<th>.05</th>
<th>.95</th>
<th>.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.4206</td>
<td>.5059</td>
<td>.8764</td>
<td>.9230</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>.4952</td>
<td>.5499</td>
<td>.8150</td>
<td>.8548</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>.5132</td>
<td>.5674</td>
<td>.7914</td>
<td>.8294</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>.5294</td>
<td>.5854</td>
<td>.7713</td>
<td>.8040</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>.5494</td>
<td>.5913</td>
<td>.7620</td>
<td>.7943</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>.5594</td>
<td>.5984</td>
<td>.7527</td>
<td>.7773</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>.5677</td>
<td>.6025</td>
<td>.7499</td>
<td>.7767</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>.5723</td>
<td>.6056</td>
<td>.7461</td>
<td>.7707</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>.5842</td>
<td>.6093</td>
<td>.7377</td>
<td>.7636</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>.5885</td>
<td>.6098</td>
<td>.7312</td>
<td>.7554</td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>.5968</td>
<td>.6189</td>
<td>.7306</td>
<td>.7523</td>
<td></td>
</tr>
</tbody>
</table>

7.4. CONDITIONAL LIKELIHOOD TEST FOR THE WEIBULL PROCESS

A Weibull process is defined by the intensity function

$$\nu(x) = (\beta/\theta)x^{\beta-1}$$

and the mean value function

$$m(x) = x^{\beta/\theta}$$

with scale parameter $\theta>0$ and shape parameter $\beta>0$. For $\beta=1$, the process reduces to an homogeneous Poisson process. Let $X_1, X_2, \ldots, X_n$ denote the first $n$ successive times of occurrences of a Weibull process with mean value function given above. If $Z_j = m(X_j)$, $j=1, 2, \ldots, n$, then $Z_1, Z_2, \ldots, Z_n$ are distributed as the first $n$ successive occurrence times of a Poisson process with intensity one (Theorem 9.1.1, page 417, Bair and Engelhardt (1991)). Therefore, by the property of Poisson process, $Z_j-Z_{j-1}$, $j=1, 2, \ldots, n$; $Z_0=0$ are independent exponential random variables.
with mean one. The joint density function of \( Z_1, Z_2, \ldots, Z_n \) is given by

\[
f(z_1, z_2, \ldots, z_n) = e^{-z_1}, \quad 0 < z_1 < z_2 < \ldots < z_n
\]  

(7.4.1)

and hence that of \( X_1, X_2, \ldots, X_n \) is

\[
f(x_1, x_2, \ldots, x_n; \theta, \beta) = (\frac{\beta}{\theta})^n \prod_{i=1}^{n} x_i^{\beta - 1} e^{-x_i^{\beta / \theta}},
\]

(7.4.2)

\( 0 < x_1 < x_2 < \ldots < x_n < \infty ; \theta > 0, \beta > 0 \). It can be seen that \( (X_n, \sum_{i=1}^{n} \ln(X_i)) \) is jointly sufficient statistic for \( (\theta, \beta) \). For known \( \beta \), \( X_n \) is the complete sufficient statistic for \( \theta \), having the pdf

\[
f_{X_n}(x_n; \theta, \beta) = \frac{\beta}{\theta^n(n-1)!} e^{-x_n^{\beta / \theta}} x_n^{(n-1)\beta}, \quad x_n > 0.
\]

(7.4.3)

The conditional distribution of \( (X_1, X_2, \ldots, X_{n-1}) \) given \( X_n = x_n \) is

\[
f(x_1, x_2, \ldots, x_{n-1} | x_n) = (n-1)! (\frac{\beta}{x_n})^{n-1} \prod_{i=1}^{n-1} (x_i/x_n)^{\beta - 1},
\]

(7.4.4)

\( 0 < x_1 < x_2 < \ldots < x_{n-1} < x_n ; \beta > 0 \), which is free from the nuisance parameter \( \theta \). Hence we shall consider the problem of testing \( H_0: \beta = \beta_0 \) against \( H_1: \beta = \beta_1 > \beta_0 \) considering that the data have come from \( (7.4.4) \). Using Neymann-Pearson approach, we have

\[
\lambda = \frac{f_{H_1}(x_1, x_2, \ldots, x_{n-1} | x_n)}{f_{H_0}(x_1, x_2, \ldots, x_{n-1} | x_n)}
\]
We reject $H_0$, if
\[ \lambda \geq C_\alpha(\beta_0, \beta_1) \]

viz
\[
\sum_{i=1}^{n-1} \ln(x_i/x_n) \geq C^*(\beta_0, \beta_1),
\]

where $C^*(\beta_0, \beta_1)$ is to be obtained using the size condition

\[
P_{H_0} \left[ \sum_{i=1}^{n-1} \ln(x_i/x_n) \geq C^*(\beta_0, \beta_1) \mid X_n = x_n \right] = \alpha \quad (7.4.6)
\]

Making the transformation
\[ W_i = (x_i/x_n)^\beta, \quad i = 1, 2, \ldots, n-1 \]

in (7.4.4), we get the joint pdf of $W_1, W_2, \ldots, W_{n-1}$ as
\[
f(w_1, w_2, \ldots, w_{n-1} \mid x_n) = (n-1)!.
\quad (7.4.7)
\]

$0 < w_1 < w_2 < \ldots < w_{n-1} < 1$. It is seen that the density given in (7.4.7) does not depend on $x_n$ and $W_1, W_2, \ldots, W_{n-1}$ are the order statistics of a random sample of size $(n-1)$ from uniform $(0,1)$ distribution. Using the above transformation in (7.4.6) we get
\[ P_{H_0} \left[ \sum_{i=1}^{n-1} \beta_0^{-1} \ln(W_i) \geq C^*_{\alpha (\beta_0, \beta_1)} \right] = \alpha \]

that is

\[ P_{H_0} \left[ -2 \sum_{i=1}^{n-1} \ln(W_i) \leq C_{\alpha} \right] = \alpha. \]

Since the distribution of \(-2 \sum_{i=1}^{n-1} \ln(W_i)\) is \(\chi^2\) with \(2(n-1)\) df, the last result gives

\[ P_{H_0} \left[ \chi^2_{2(n-1)} \leq C_{\alpha} \right] = \alpha. \]

Thus \(C_{\alpha}\) is the \(\alpha^{th}\) percentile of \(\chi^2\) distribution with \(2(n-1)\) df.