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CHAPTER II *

A POISSON INPUT QUEUE WITH TWO PHASES OF HETEROGENEOUS SERVICE

2.1 Introduction

The classical $M/G/1$ queueing systems have been discussed extensively in the past due to their practical applications in many areas, e.g. see Kendall (1953) and Cox [1955(a)]. Recently there has been considerable amount of work done with $M/G/1$ type of queues in which the server may provide a second phase of service. Doshi (1991) considered such a model to assign a control of queue where the execution of two phases of service is required by a central server with application in a distributed system. Madan [2000(a)], in a recent paper considers an $M/G/1$ queue where the server provides a first essential service to all the arriving customers, whereas only some of them receive a second phase of optional service. The first essential service time follows a general distribution but the second optional service is assumed to be exponentially distributed. Some examples of queueing situations where such service mechanism can arise are also given. Medhi (2002) generalized this model by considering that second optional service is also governed by general distribution. More recently, Choudhury [2003(a)] investigated the same model in more depth. In all these studies, the well known supplementary variable technique has been applied to carry out the various performance analysis of this type of model. However, a simple derivation even for this model is also possible. Hence, in the present study, we have generalized Madan's work in the sense that both the services are governed by general distributions with different distribution functions. In most of the previous studies, only the solutions in terms of generating

* Some parts of this chapter have been published in "Journal of Indian Statistical Association", (2004), 42(1), 63-74. [ see Ref. 56 of Bibliography ]
functions are given. However, in this study, we develop a more detailed study, which includes the recursive computation of limiting probabilities. To this end, the mathematical methodology will be based on a combination of embedded Markov chain analysis and Markov regenerative process.

The following results have been obtained under the present study of this chapter-

(i) The queue size distribution at departure epoch
(ii) The queue size distribution due to busy periods of the server
(iii) The busy period distribution
(iv) The waiting time distribution
(v) The recursive solution of the departure point queue size distribution
(vi) The numerical illustration

2.2 The system

We consider an $M/G/1$ queueing system, where arrivals occur according to a Poisson process with mean arrival rate $\lambda$ and the server serves the units in two phases of heterogeneous service on first come first serve basis. The first phase of service (FPS) is essential for all the units. As soon as the FPS of an unit is completed it may leave the system with probability $(1 - p)$ or may immediately opt for a second phase of service (SPS) in an additional service channel with probability $p(0 \leq p \leq 1)$. Assuming that the service times $B_i$ ($i = 1, 2$) of two channels are mutually independent of each other having general law of distribution with distribution function (d.f.) $B_i(x)$ and Laplace Stieltjes transform (LST) $B_i^*(s)$ with finite moment $\beta_i^{(k)}, k \geq 1$ for $i = 1, 2$ (denoting first and second phase of service channels respectively). Further it is also assumed that the same server serves both the channels or if there are two different servers, only one unit can be taken for service in either channel at any time and that no other can be taken for service until the unit being served leaves the system after final service completion. Thus the time required by an unit to complete the service cycle is given by
\[ B = \begin{cases} B_1 + B_2 & \text{with probability 'p'} \\ B_1 & \text{with probability 'q' (=1 - p)} \end{cases} \]

By \( g_j \) and \( h_j \) we denote the probabilities that \( j \) units arrive during a FPS time \( B_1 \) and SPS time \( B_2 \), respectively. Hence

\[ g_j = \sum_{i=0}^{\infty} \frac{(\lambda x)^i e^{-\lambda x}}{i!} dB_1(x) = \frac{(-\lambda)^j B_1^{(j)}(\lambda)}{j!}; \quad j = 0, 1, 2, \ldots \]

and \( h_j = \sum_{i=0}^{\infty} \frac{(\lambda x)^i e^{-\lambda x}}{i!} dB_2(x) = \frac{(-\lambda)^j B_2^{(j)}(\lambda)}{j!}; \quad j = 0, 1, 2, \ldots \)

where \( B_i^{(0)}(s) = \frac{d^i B_i'(s)}{ds^i}; \quad i = 1, 2. \)

Let \( G(z) \) and \( H(z) \) be the probability generating function's (PGF's) of \( \{g_j; j \geq 0\} \) and \( \{h_j; j \geq 0\} \) respectively, then we have

\[ G(z) = \sum_{j=0}^{\infty} z^j g_j = B_1'(\lambda - \lambda z) \]

and \( H(z) = \sum_{j=0}^{\infty} z^j h_j = B_2'(\lambda - \lambda z); \) respectively.

### 2.3 Queue size distribution at Departure epoch

In this section we derive the PGF of the queue size distribution at departure epoch, by applying embedded Markov chain technique as a simple alternative approach.
Before going to derive the PGF of it we first prove the following theorem for existence of steady state conditions.

**Theorem 2.3.1.1.** Let $\beta_i^{(0)} < \infty$; for $i=1,2$, and $B_i$ is the service time random variable for $i$-th. phase of service, then the system is ergodic if and only if $\rho = \lambda[\beta_1^{(0)} + p\beta_2^{(0)}] < 1$.

**Proof.** Let $t_n$ be the $n$-th. service completion epoch of the total service, then $L_n = N(t_n + 0); n \geq 1$ (where $N(t_n)$ represents number of units in the system at time instant $t_n$), is the number of customers left behind by the $n$-th. departing customer. Clearly, the Markov chain $\{L_n; n \geq 1\}$ is aperiodic and irreducible with its transition probability matrix

$$P = (P_{i,j}) = pP_1 + (1-p)P_2,$$

where

\[
P_1 = \begin{pmatrix}
c_0 & c_1 & c_2 & c_3 & \cdots \\
c_0 & c_1 & c_2 & c_3 & \cdots \\
0 & c_0 & c_1 & c_2 & \cdots \\
0 & 0 & c_0 & c_1 & \cdots \\
0 & 0 & 0 & c_0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}, \quad P_2 = \begin{pmatrix}
g_0 & g_1 & g_2 & g_3 & \cdots \\
g_0 & g_1 & g_2 & g_3 & \cdots \\
0 & g_0 & g_1 & g_2 & \cdots \\
0 & 0 & g_0 & g_1 & \cdots \\
0 & 0 & 0 & g_0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix},
\]

$c_j = \text{Prob}[\text{'}j\text{'}\text{ units arrive during the service time '}B_1 + B_2\text{'}]\]

\[
= \sum_{i=0}^{j} g_i h_{j-i}; \quad j = 0,1,2,\ldots \quad (2.3.1)
\]

and $P_{i,j} = \text{Prob}[L_{n+1} = j | L_n = i]$.

Clearly, the transition probabilities are given by
Then the drift also known as Lyapounov function [see Pakes (1969)] is defined as \( d(i) = E[L_i - L_n | L_n = i] \) for \( i \in S \), where \( S = \{0, 1, 2, \ldots\} \) is the state space (i.e., number of units in the system). Now for our model the drift is given by

\[
d(0) = \lambda \beta_1 = \lambda \beta_1^{(0)} + p \beta_2^{(0)}
\]

\[
d(i) = \lambda \beta_1 - 1; \quad \text{for} \quad i \geq 1.
\]

Then there exist an \( \eta > 0 \) such that \( d(i) < -\eta \) for all \( i \neq 0 \). Hence by Foster's criterion [e.g., see Sennott et al. (1983) or section 1.7 of Chapter 1] the condition \( \lambda \beta_1 = \lambda \beta_1^{(0)} + p \beta_2^{(0)} = \rho \) (say) < 1 is sufficient for ergodicity. This completes the proof.

Now we are in a position to obtain the PGF of the departure point queue size distribution under the ergodic (steady state) condition. Let \( \psi_j (j \geq 0) \) be the steady state probability that \( j \) customers are left behind by a departing customer, then

\[
\psi_j = \lim_{n \to \infty} \Pr[L_n = j]; \quad j \geq 0.
\]

Now, \( \{\psi_j ; (j \geq 0)\} \) can be obtained by solving the system of equations

\[
\psi^t P = \psi ;
\]

where \( \psi = [\psi_0, \psi_1, \psi_2, \ldots] \) is a column vector.

Utilizing (2.3.2) in (2.3.3), we get

\[
\psi_j = \psi_0 \left[ pc_j + (1 - p) g_j \right] + \sum_{m=0}^{j-1} \psi_m \left[ pc_{j-m} + (1 - p) g_{j-m} \right], \quad j \geq 0
\]
Let $\psi(z)$ be the PGF of $\{\psi_j; (j \geq 0)\}$, then multiplying equation (2.3.4) by appropriate power of $z^j$ and taking summation overall possible values of $j$ $(j \geq 0)$ we get

$$
\psi(z) = \sum_{j=0}^{\infty} z^j \psi_j
= \psi_0[pC(z) + (1 - p)G(z)] + [\psi(z) - \psi_0 pC(z) + (1 - p)G(z)]z^{-1}
$$

(2.3.5)

where $C(z)$ is the PGF of $\{c_j; (j \geq 0)\}$, which can be obtained from equation (2.3.1) as follows

$$
C(z) = \sum_{j=0}^{\infty} z^j C_j = G(z) H(z).
$$

(2.3.6)

Now utilizing (2.3.6) in (2.3.5), we get on simplification

$$
\psi(z) = \frac{\psi_0(1 - z)[(1 - p) + pB_1^*(\lambda - \lambda z)]B_1^*(\lambda - \lambda z)}{[(1 - p) + pB_2^*(\lambda - \lambda z)]B_1^*(\lambda - \lambda z) - z}.
$$

To obtain $\psi_0$, we utilize the normalizing condition $\psi(1) = 1$, which gives $\psi_0 = (1 - \rho)$, where $\rho = \lambda[\beta_1^{(0)} + p\beta_2^{(0)}]$ is the utilization factor of this system.

Thus we have

$$
\psi(z) = \frac{(1 - \rho)(1 - z)[(1 - p) + pB_1^*(\lambda - \lambda z)]B_1^*(\lambda - \lambda z)}{[(1 - p) + pB_2^*(\lambda - \lambda z)]B_1^*(\lambda - \lambda z) - z}.
$$

(2.3.7)

Let $L$ be the mean number of customers in the system, then

$$
L = \frac{d\psi(z)}{dz}
$$
69

\[ \frac{\lambda^2 \beta_t^{(2)} + p(2 \beta_t^{(2)} + 2 \beta_{t-1}^{(1)})}{2(1-\rho)} + p \]

where \( \beta_t^{(0)} \) and \( \beta_t^{(2)} \) are defined in section 2.2 of this Chapter.

Note that for \( p = 0 \) (i.e., there is no SPS in the system), we get necessary results for a standard \( M/G/1 \) queueing model [e.g., see Kashyap and Chaudhry (1988), p. 45].

2.4 Queue size distribution due to Busy periods of the server

In this section, the stationary queue size distribution due to busy periods of first phase of service and second phase of service is investigated. The argument of Markov regenerative process (e.g., see section 1.4.3 of Chapter 1) is applied in this section for finding the result. Here we note that the state of the system at time 't' can be discussed by means of Markov process.

\[ Y(t) = (C(t), N(t), \xi(t)) \]

where \( C(t) = 1 \) or 2 according to whether the server is busy with FPS or busy with SPS at time \( t \), \( N(t) \) represents number of customer in the queue (including one in service, if any) at time \( t \). If \( C(t) \in \{1,2\} \), then \( \xi(t) \) represents the corresponding elapsed service time in progress.

By neglecting the elapsed times \( \xi(t) \) the theory of Markov regenerative process guarantees the limiting probabilities.

\[ Q_{i,j} = \lim_{t \to \infty} \text{Prob} \{ Y(t) = (i,j) \}, (i,j) \in \Omega \] exist

and are positive under some conditions of limiting probabilities.

By following the Burkes theorem [see Takagi (1991), page 7 or section 1.7 of Chapter 1] that the stationary probability \( \{Q_{i,j}; (i,j) \in \Omega\} \) are positive under the same
conditions of limiting probabilities $\{\psi_j; j \geq 0\}$ of the Markov chain $\{L_n, n \geq 1\}$ i.e. if and only if $\rho < 1$.

Then $\{Y(t); t > 0\}$ is a Markov regenerative process with embedded Markov renewal process $\{L_n; n \geq 1\}$ hence by using the classical limiting theorems established in Ciarlet [1975(b)] to obtain

$$Q_{ij} = \frac{\sum_{n=0}^{\infty} \psi_n \tau_n(i,j)}{\sum_{n=0}^{\infty} \psi_n \sigma_n}, \quad (i,j) \in \Omega$$

(2.4.1)

where $\tau_n(i,j)$ = The expected amount of time spent by the process $\{Y(t); t > 0\}$ in the state $(i,j)$ during the service cycle given that the initial queue size is ‘n’ and $\sigma_n$ = The expected length of the service cycle given that the initial queue size is ‘n’.

Now for this model we have $\sigma_n = \beta_1^{(0)} + p \beta_2^{(0)}; n \geq 0$ (2.4.2)

and therefore $\sum_{n=0}^{\infty} \psi_n \sigma_n = \lambda^{-1}$; is the mean service cycle.

Now let us suppose that a total service ends leaving ‘n’ customers in the queue. We may distinguish two cases according to the origin of the customer who receive the next service. Let us assume this customer as primary one then its FPS starts at time (we say) $t = 0$. We observe that the time interval $(t, t + \Delta t)$ contributes to $\tau_n(1,j)$ if

(i) the FPS has not been completed before time ‘$t$’ with probability $(1 - B_1(t))$

(ii) $(j - n + 1)$ primary customers arrive during $(0, t]$.

Thus we have

$$\tau_n(1,j) = m_{j-n+1}, \text{ for } j \geq \max(0, n - 1)$$

(2.4.3)

where $g_j' = \int_0^1 P_j(t)(1 - B_1(t))dt; j \geq 0$. 

Note that \( \lambda g_j = \left(1 - \sum_{i=0}^{j} g_i\right) ; j \geq 0 \).

Then utilizing the argument of regenerative process and using (2.4.2) and (2.4.3) in (2.4.1), we get

\[
Q_{1,j} = \lambda \left[ \psi_0 g_j + \sum_{i=1}^{j+1} \psi_i g_{j+1-i} \right] ; j \geq 0
\]  
(2.4.4)

Similarly proceeding in similar manner for the case of SPS, it can be shown that

\[
Q_{2,j} = \lambda \left[ \psi_0 \sum_{n=0}^{j} g_n h_{j-n} + \sum_{i=1}^{j+1} \psi_i \sum_{n=1}^{j-i+1} g_n h_{j-i+n} \right] ; j \geq 0
\]  
(2.4.5)

where \( \lambda h_j = \left(1 - \sum_{i=0}^{j} h_i\right) ; j \geq 0 \).

A stable recursive scheme for the computation of probabilities \( \{Q_{1,j}; i = 1,2, j \geq 0\} \) in terms of \( \{\psi_j; j \geq 0\} \) follows directly by combining (2.3.4) with (2.4.4) and (2.4.5).

Now let us consider the PGF \( Q_i(z) \) of \( \{Q_{1,j}; j \geq 0\} \) for \( i \in \{1,2\} \) which follows from equation (2.4.4) and (2.4.5) on utilizing equation (2.3.7). Then after routine algebraic manipulation we get

\[
Q_1(z) = \frac{(1-p)\left[1 - B_1^*(\lambda - \lambda z)\right]}{\left[(1-p) + pB_1^*(\lambda - \lambda z)\right]B_1^*(\lambda - \lambda z) - z}
\]  
(2.4.6)

and

\[
Q_2(z) = \frac{p(1-p)\left[1 - B_1^*(\lambda - \lambda z)\right]B_1^*(\lambda - \lambda z)}{\left[(1-p) + pB_1^*(\lambda - \lambda z)\right]B_1^*(\lambda - \lambda z) - z}. \tag{2.4.7}
\]

Let \( Q(z) \) be the PGF of the queue size distribution due to total busy periods, then

\[
Q(z) = Q_1(z) + Q_2(z)
\]

\[
= \frac{(1-p)\left[1 - \left((1-p) + pB_1^*(\lambda - \lambda z)\right)B_1^*(\lambda - \lambda z)\right]}{\left[(1-p) + pB_1^*(\lambda - \lambda z)\right]B_1^*(\lambda - \lambda z) - z}. \tag{2.4.8}
\]
Hence, the relationship between \( Q(z) \) and \( \psi(z) \) is given by

\[
Q(z) = \frac{[1 - (1-p) + pB'(\lambda - \lambda z)]B_1' \psi(z)}{(1-z)[(1-p) + pB_2' \psi(z)]}
\]  

(2.4.9)

Note that for \( p = 0 \), this result is consistent with existing literature e.g. see page -58 of Kashyap and Chaudhry (1988).

2.4.1 A particular case

Suppose that the service time of FPS is general and that of the SPS is exponential with mean \( \frac{1}{\mu_2} \), the distribution being independent of each other. In this case \( B'_1(s) = \left( \frac{\mu_2}{\mu_2 + s} \right) \) and therefore from equation (2.4.6), (2.4.7), (2.4.8) and (2.4.9) we have

\[
Q_1(z) = \frac{(1-p)(\mu_2 + \lambda - \lambda z)B_1' \psi(z)}{[(1-p)(\lambda - \lambda z) + \mu_2]B_1' \psi(z) - z(\mu_2 + \lambda - \lambda z)}
\]

\[
Q_2(z) = \frac{p(1-p)(\mu_2 + \lambda - \lambda z)B_1' \psi(z)}{[(1-p)(\lambda - \lambda z) + \mu_2]B_1' \psi(z) - z(\mu_2 + \lambda - \lambda z)}
\]

\[
Q(z) = \frac{(1-p)[(1-p)B_1' \psi(z)/\mu_2 + \lambda - \lambda z] + p(\lambda - \lambda z)B_1' \psi(z)}{[(1-p)(\lambda - \lambda z) + \mu_2]B_1' \psi(z) - z(\mu_2 + \lambda - \lambda z)}
\]

and \( \psi(z) = \frac{(1-p)(1-z)[(1-p)(\lambda - \lambda z) + \mu_2]B_1' \psi(z)}{[(1-p)(\lambda - \lambda z) + \mu_2]B_1' \psi(z) - z(\mu_2 + \lambda - \lambda z)} \)
Note that the above results are consistent with the result obtained by Madan [2000(a)].

2.5 Busy period distribution

The LST of the busy period distribution of this $M/G/1$ queue with two phases of service channel can be derived as follows. We define busy period as a length of time interval that makes the server busy and it continues to the instant when the server becomes free again and denote

$$T_b = \text{length of the busy period}$$

and $I = \text{length of the idle period}$.

Let $T^*_b(s)$ be the LST of the busy period distribution, then utilizing the argument of Takács (1963) we have

$$T^*_b(s) = \beta^*[s + \lambda T^*_s(s)]$$

where $\beta^*(s) = [1 - p + pB^*_2(s)]B^*_1(s)$ is the LST of $B$ i.e. our modified service time distribution.

The expected length of the busy period is given by

$$E(T_b) = \left. \frac{d}{ds} T^*_b(s) \right|_{s=0}$$

$$= \frac{\beta^{(0)}}{(1 - \rho)} + \frac{p\beta^{(0)}_2}{(1 - \rho)^2}$$
For \( p = 0 \) (i.e. there is no additional SPS in the system) the above equation reduces to the standard \( M/G/1 \) queue. Now since \( E(I) = \frac{1}{\lambda} \), therefore the fraction of time the server remains busy is

\[
\frac{E(T_s)}{E(I) + E(T_s)} = \lambda \left[ \frac{\beta_1^{(0)}}{1 - \rho} + \frac{p \beta_2^{(1)}}{1 - \rho} \right]
\]

\[
= \text{Prob} \ [\text{the server is busy with FPS}]
\]

\[
+ \text{Prob} \ [\text{the server is busy with additional SPS}];
\]

as expected.

2.6 Waiting time distribution

In this section, we derive the \( LST \) of the waiting time distribution of a test customer for this model. Let \( W_q(s) \) be the distribution function of the waiting time of a test customer for this model, then utilizing the distributional form of Little's law [\( \text{e.g. see Keilson and Servi (1988) or section 1.7 of Chapter I} \)] we may write

\[
W_q(\lambda - \lambda z)B^*(\lambda - \lambda z) = \psi(z)
\]  

(2.6.1)

Now, setting \( s = \lambda(1 - z) \) in the above equation (2.6.1) and using (2.3.7) we get on simplification

\[
W_q^*(s) = \frac{s(1 - \rho)}{s - \lambda[1 - B^*(s)]}
\]

(2.6.2)

where \( B^*(s) = (1 - p + pB_2^*(s))B_1^*(s) \). This is the well known Pollaczek Khinchine transform formula for waiting time distribution.
Note that for $p = 0$, we get the LST of the waiting time distribution for the classical $M/G/1$ queueing model.

Rewriting the equation (2.6.2) as

$$W_0^*(s) = \frac{(1-\rho)}{1 - \rho G_0^*(s)}$$

(2.6.3)

where $G_0^*(s) = \frac{[1 - \beta^*(s)\beta(s)]}{s\beta_1}$ and $\beta_i = \beta_i^0 + p\beta_i^0$ is the first raw moment of our modified service time distribution.

Thus the waiting time $W_0$ involves residual service time $X$ (of the unit in service at the instant the test unit arrives) as is to be expected. Expanding (2.6.3) we get

$$W_0^*(s) = (1 - \rho) \left[ 1 + \sum_{k=1}^{\infty} \rho^k \{G_0^*(s)\}^k \right]$$

$$= (1 - \rho) + (1 - \rho)\sum_{k=1}^{\infty} \rho^k \{G_0^*(s)\}^k$$

(2.6.4)

Inverting (2.6.4) we get the probability density function $w_q(x)$ of $W_0$, we get

$$w_q(x) = (1 - \rho)\delta(x) + (1 - \rho)\sum_{k=1}^{\infty} \rho^k m^k(x), x \geq 0$$

(2.6.5)

where $\delta(x) = \begin{cases} 1, & x = 0 \\ 0, & x \neq 0 \end{cases}$

and $m^k(x) = \left\{ (1 - \rho) + p\beta_1^k(x) \right\} \beta_2^k(x)$, is the probability density function of $X$ and $m^k$ denotes the k-fold convolution of $m^0(x)$ with itself.

Now having the LST of the waiting time distribution, the expected waiting time can easily be obtained from equation (2.6.2) and is given by

$$E(W_0) = \left. \frac{W_0^*(s)}{ds} \right|_{s=0}$$
\[
\frac{\lambda \beta_2}{2(1-p)};
\]

where \( \beta_2 = \beta_1^{(2)} + 2p\beta_1^{(1)} \beta_2^{(1)} + p^2 \beta_2^{(2)} \) is the second raw moment of our modified service time distribution.

### 2.7 Recursive Solution of the Departure Point Queue Size Distribution

In this section an attempt has been made to obtain the recursive solution of the queue size distribution at departure epoch. After some algebraic manipulation one may use equation (2.3.4) to compute \( \psi_j \)'s recursively.

\[
\psi_{j+1} = \frac{\psi_j}{pc_j + (1-p)g_j} \cdot \frac{\psi_0[pc_j + (1-p)g_j]}{\psi_0} \sum_{i=0}^{j} \frac{\psi_i[pc_{j-i} + (1-p)g_{j-i}]}{[pc_0 + (1-p)g_0]}; \quad j \geq 0.
\]

This method runs into the problem of numerical intractability because of the subtraction involved. However equation (2.3.4) can be rearranged as follows

\[
\psi_1 = \frac{1 - [pc_0 + (1-p)g_0]}{[pc_0 + (1-p)g_0]} \psi_0
\]

\[
\psi_2 = \frac{1 - [pc_0 + (1-p)g_0] - [pc_1 + (1-p)g_1]}{[pc_0 + (1-p)g_0]} (\psi_0 + \psi_1)
\]

\[
\psi_3 = \frac{1 - [pc_0 + (1-p)g_0] - [pc_1 + (1-p)g_1] - [pc_2 + (1-p)g_2]}{[pc_0 + (1-p)g_0]} (\psi_0 + \psi_1 + \psi_2)
\]

\[
+ \frac{[pc_2 + (1-p)g_2]}{[pc_0 + (1-p)g_0]} \psi_2.
\]

Now proceeding in similar manner, we get
\[ \psi_{j+1} = \frac{1 - \left[ \sum_{i=0}^{\infty} \{ pc_i + (1 - p)g_i \} \left( \sum_{i=0}^{j} \psi_i \right) + \sum_{i=2}^{\infty} \sum_{k=j+i}^{\infty} \frac{pc_k + (1 - p)g_k}{pc_0 + (1 - p)g_0} \right]}{pc_0 + (1 - p)g_0}; \quad j \geq 2 \]

These equations, involving only sums of positive numbers are very stable and yield a good numerical method for computing \( \{ \psi_j; (j \geq 0) \} \).

Note that it even yields a simple method of truncation, for a given \( \eta > 0 \), stop the computation at \( j' \) if \( \sum_{i=0}^{j'} \psi_i \geq 1 - \eta \) and set \( \psi_k = 0 \) for all \( k \geq j \).

2.8 A Simple Numerical Illustration

In this section we present some numerical results on state probabilities for various combination of FPS, SPS and different arrival rates. For the computation of \( \psi_j \)'s, we assume that FPS as well as the SPS time distributions follow exponential distribution with probability distribution function \( B_i(x) = 1 - e^{-\mu_i x} \), for \( x > 0 \) and \( i = 1, 2 \), so that

\[
\begin{align*}
g_j &= \left( \frac{\mu_1}{\mu_1 + \lambda} \right)^j; \quad j \geq 0, \\
h_j &= \left( \frac{\mu_2}{\mu_2 + \lambda} \right)^j; \quad j \geq 0, \\
c_j &= \sum_{i=0}^{j} g_i h_{j-i}; \quad j \geq 0
\end{align*}
\]

and \( \rho = \lambda \left[ 1 + \frac{p}{\mu_1 + \mu_2} \right] \).

Now for different values of \( \mu_1 \) and \( \mu_2 \) (provided \( \mu_1 < \mu_2 \)), \( \psi_j \)'s are computed for various values of \( \lambda \) and \( p \) which are shown in the following tables.
Table 2.8.1

Different values of $\psi_j$'s for $\mu_1=1.1$, $\mu_2=2.5$, two distinct values of $X$ and for various values of $p$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda=1.0$</th>
<th></th>
<th>$\lambda=0.9$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p=0.008$</td>
<td>$p=0.018$</td>
<td>$p=0.04$</td>
<td>$p=0.2$</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.087709</td>
<td>0.082909</td>
<td>0.074909</td>
<td>0.178938</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>0.097539</td>
<td>0.093723</td>
<td>0.087027</td>
<td>0.221055</td>
</tr>
<tr>
<td>$\psi_2$</td>
<td>0.108670</td>
<td>0.106418</td>
<td>0.101947</td>
<td>0.273518</td>
</tr>
<tr>
<td>$\psi_3$</td>
<td>0.121213</td>
<td>0.121164</td>
<td>0.120012</td>
<td>0.338747</td>
</tr>
<tr>
<td>$\psi_4$</td>
<td>0.135305</td>
<td>0.138187</td>
<td>0.141682</td>
<td>0.419764</td>
</tr>
<tr>
<td>$\psi_5$</td>
<td>0.151106</td>
<td>0.157763</td>
<td>0.167545</td>
<td>0.520326</td>
</tr>
<tr>
<td>$\psi_6$</td>
<td>0.168803</td>
<td>0.180227</td>
<td>0.198318</td>
<td>0.645102</td>
</tr>
<tr>
<td>$\psi_7$</td>
<td>0.188609</td>
<td>0.205969</td>
<td>0.234874</td>
<td>0.799890</td>
</tr>
<tr>
<td>$\psi_8$</td>
<td>0.210764</td>
<td>0.235443</td>
<td>0.278257</td>
<td>0.991884</td>
</tr>
<tr>
<td>$\psi_9$</td>
<td>0.235539</td>
<td>0.269173</td>
<td>0.329715</td>
<td>0.414302</td>
</tr>
<tr>
<td>$\psi_{10}$</td>
<td>0.263240</td>
<td>0.307763</td>
<td>0.390730</td>
<td>0.623313</td>
</tr>
<tr>
<td>$\psi_{11}$</td>
<td>0.294207</td>
<td>0.351904</td>
<td>0.463064</td>
<td>0.943803</td>
</tr>
<tr>
<td>$\psi_{12}$</td>
<td>0.328823</td>
<td>0.402389</td>
<td>0.548809</td>
<td></td>
</tr>
<tr>
<td>$\psi_{13}$</td>
<td>0.367516</td>
<td>0.460126</td>
<td>0.650444</td>
<td></td>
</tr>
<tr>
<td>$\psi_{14}$</td>
<td>0.410765</td>
<td>0.526154</td>
<td>0.770910</td>
<td></td>
</tr>
<tr>
<td>$\psi_{15}$</td>
<td>0.459108</td>
<td>0.601661</td>
<td>0.913693</td>
<td></td>
</tr>
<tr>
<td>$\psi_{16}$</td>
<td>0.513140</td>
<td>0.688007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{17}$</td>
<td>0.573533</td>
<td>0.786747</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{18}$</td>
<td>0.641035</td>
<td>0.899660</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{19}$</td>
<td>0.716481</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{20}$</td>
<td>0.800000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{21}$</td>
<td>0.895059</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.8.2

Different values of $\psi_j$'s for $\mu_1=1.8$, $\mu_2=3.2$, two distinct values of $\lambda$ and for various values of $p$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda=1.0$</th>
<th></th>
<th>$\lambda=0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p=0.005$</td>
<td>$p=0.002$</td>
<td>$p=0.004$</td>
</tr>
<tr>
<td>$\psi_0$</td>
<td>0.108611</td>
<td>0.101111</td>
<td>0.091111</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>0.122959</td>
<td>0.116653</td>
<td>0.107804</td>
</tr>
<tr>
<td>$\psi_2$</td>
<td>0.139308</td>
<td>0.134970</td>
<td>0.129236</td>
</tr>
<tr>
<td>$\psi_3$</td>
<td>0.157901</td>
<td>0.156418</td>
<td>0.152982</td>
</tr>
<tr>
<td>$\psi_4$</td>
<td>0.179021</td>
<td>0.181439</td>
<td>0.182790</td>
</tr>
<tr>
<td>$\psi_5$</td>
<td>0.202997</td>
<td>0.210574</td>
<td>0.218592</td>
</tr>
<tr>
<td>$\psi_6$</td>
<td>0.230205</td>
<td>0.244457</td>
<td>0.261525</td>
</tr>
<tr>
<td>$\psi_7$</td>
<td>0.261072</td>
<td>0.283841</td>
<td>0.321968</td>
</tr>
<tr>
<td>$\psi_8$</td>
<td>0.296088</td>
<td>0.329600</td>
<td>0.374579</td>
</tr>
<tr>
<td>$\psi_9$</td>
<td>0.335806</td>
<td>0.382756</td>
<td>0.448351</td>
</tr>
<tr>
<td>$\psi_{10}$</td>
<td>0.380856</td>
<td>0.444497</td>
<td>0.536672</td>
</tr>
<tr>
<td>$\psi_{11}$</td>
<td>0.431953</td>
<td>0.516207</td>
<td>0.642405</td>
</tr>
<tr>
<td>$\psi_{12}$</td>
<td>0.489906</td>
<td>0.599492</td>
<td>0.768978</td>
</tr>
<tr>
<td>$\psi_{13}$</td>
<td>0.555636</td>
<td>0.696217</td>
<td>0.920495</td>
</tr>
<tr>
<td>$\psi_{14}$</td>
<td>0.630186</td>
<td>0.808551</td>
<td></td>
</tr>
<tr>
<td>$\psi_{15}$</td>
<td>0.714739</td>
<td>0.930120</td>
<td></td>
</tr>
<tr>
<td>$\psi_{16}$</td>
<td>0.810637</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\psi_{17}$</td>
<td>0.919402</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.8.3

Different values of $\psi_j$'s for $\mu_1 = 1.5$, $\mu_2 = 2.5$, two distinct values of $\lambda$ and for various values of $p$.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda = 1.0$</th>
<th></th>
<th>$\lambda = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$\psi_0$</td>
<td>$p$</td>
<td>$\psi_0$</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.130733</td>
<td>$0.005$</td>
<td>0.197600</td>
</tr>
<tr>
<td>$0.014$</td>
<td>0.125053</td>
<td>$0.014$</td>
<td>0.190400</td>
</tr>
<tr>
<td>$0.008$</td>
<td>0.091733</td>
<td>$0.008$</td>
<td>0.171200</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.029333</td>
<td>$0.02$</td>
<td>0.104000</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_1$</td>
<td>$p$</td>
<td>$\psi_1$</td>
</tr>
<tr>
<td>$0.2$</td>
<td>0.248507</td>
<td>$0.2$</td>
<td>0.230276</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.243868</td>
<td>$0.005$</td>
<td>0.116562</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.312700</td>
<td>$0.02$</td>
<td>0.311469</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_2$</td>
<td>$p$</td>
<td>$\psi_2$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.314079</td>
<td>$0.06$</td>
<td>0.269299</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.097530</td>
<td>$0.005$</td>
<td>0.402262</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.422425</td>
<td>$0.02$</td>
<td>0.436953</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_3$</td>
<td>$p$</td>
<td>$\psi_3$</td>
</tr>
<tr>
<td>$0.05$</td>
<td>0.495542</td>
<td>$0.05$</td>
<td>0.573643</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.517132</td>
<td>$0.005$</td>
<td>0.709916</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.655262</td>
<td>$0.02$</td>
<td>0.779473</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_4$</td>
<td>$p$</td>
<td>$\psi_4$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.785577</td>
<td>$0.06$</td>
<td>0.855792</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.537023</td>
<td>$0.005$</td>
<td>0.989155</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.500505</td>
<td>$0.02$</td>
<td>0.989155</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_5$</td>
<td>$p$</td>
<td>$\psi_5$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.454151</td>
<td>$0.06$</td>
<td>0.753596</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.464757</td>
<td>$0.005$</td>
<td>0.753596</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.896866</td>
<td>$0.02$</td>
<td>0.896866</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_6$</td>
<td>$p$</td>
<td>$\psi_6$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.547660</td>
<td>$0.06$</td>
<td>0.896866</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.547660</td>
<td>$0.005$</td>
<td>0.896866</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.645361</td>
<td>$0.02$</td>
<td>0.896866</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_7$</td>
<td>$p$</td>
<td>$\psi_7$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.637440</td>
<td>$0.06$</td>
<td>0.760497</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.760497</td>
<td>$0.005$</td>
<td>0.760497</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.794957</td>
<td>$0.02$</td>
<td>0.794957</td>
</tr>
<tr>
<td>$p$</td>
<td>$\psi_8$</td>
<td>$p$</td>
<td>$\psi_8$</td>
</tr>
<tr>
<td>$0.06$</td>
<td>0.896179</td>
<td>$0.06$</td>
<td>0.896179</td>
</tr>
<tr>
<td>$0.005$</td>
<td>0.896179</td>
<td>$0.005$</td>
<td>0.896179</td>
</tr>
<tr>
<td>$0.02$</td>
<td>0.924261</td>
<td>$0.02$</td>
<td>0.924261</td>
</tr>
</tbody>
</table>

2.9 Concluding Remark

Model considered in this chapter can be easily generalized to batch arrival cases. In case of batch arrival with Compound Poisson input instants of arrivals where the random variable $X$ denotes the batch size with PGF $a(z)$, the corresponding equation (2.3.7) will hold with $B'(\lambda - \lambda a(z))$ in place of

$$B'(\lambda - \lambda z) = (1-p) + pB'_y(\lambda - \lambda z)\beta'_y(\lambda - \lambda z)$$

and $\rho = \lambda a^{(0)}B^{(0)} + p\beta^{(0)} < 1$, where $a^{(0)}$ is the first moment of $X$. 

(1-p) + pB'_y(\lambda - \lambda z)\beta'_y(\lambda - \lambda z)$
Moreover, the recursive solution for this model with batch arrival is almost similar to the result obtained in section 2.7 of this chapter. Therefore we omit the detailed analysis of the recursive solution for the batch arrival of this type of queueing model.