Chapter 4

Univariate and Bivariate Pareto Processes*

4.1 Introduction

A wide variety of socioeconomic data have distributions which are heavy tailed and reasonably well fitted by Pareto or generalized Pareto distribution. Yeh et al (1988) developed an autoregressive minification process with Pareto type III marginals. Pillai (1991) generalized this by developing a semi-Pareto process. The role of the Pareto law in modeling data on income, stock price fluctuations, insurance risks, business failures etc. is well known. Moreover, it is one of the most popular distributions for modeling heavy and long tailed data.

Non-Gaussian time series models with various stationary marginal distributions have been introduced by various authors. Lawrance and Lewis (1982) consider an autoregressive structure of the form \( X_n = \varepsilon_n + V_n X_{n-1} \) where \( \{V_n\} \) are independent identically distributed (i.i.d.) binary variables with \( P(V_n = 1) = \alpha \) and \( P(V_n = 0) = 1 - \alpha \) and \( \{\varepsilon_n\} \) are assumed to be an i. i. d. sequence independent of
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* The results included in this chapter were partly presented in the form of a paper entitled “Marshall – Olkin Pareto Processes” jointly by Alice Thomas and K.K. Jose in the XXII ISPS conference held at Pune in August 2002.
{X_{n-1}, X_{n-2}, \ldots}. They also develop a $p^{th}$ order model in mixed exponential variables.

In the present chapter, we consider a new family of distributions introduced by Marshall and Olkin (1997) and similar to those introduced by Pillai, Jose and Jayakumar (1995). In section 4.2, we introduce the Marshall – Olkin semi – Pareto distributions and its properties are studied. In section 4.3, AR (1) and AR(k) models with MO-SP marginal are constructed and studied. In section 4.4, Marshall-Olkin Pareto distribution is introduced and its properties are considered. In section 4.5, estimation of parameters are discussed. In section 4.6, we introduce the Marshall – Olkin bivariate semi-Pareto distributions as a generalization of the bivariate Semi – Pareto distribution of Balakrishna and Jayakumar (1996, 1997). In section 4.7, we construct a bivariate Semi – Pareto AR (1) model with Marshall – Olkin stationary distribution. We generalize it to the $k^{th}$ order AR model in section 4.8. The model developed here is analogous to the model introduced by Lawrance and Lewis (1982) where the role of addition is taken by minimum. In section 4.9, some characteristic properties of Pareto family are established. The models can be used for modeling time series data from various contexts like stock prices and other economic contexts.

4.2 Marshall – Olkin semi – Pareto family

A random variable $X$ with positive support is said to follow semi – Pareto family of distributions denoted by $\text{SP} (\beta, \rho)$ if its survival function is of the form

$$F(x) = P(X > x)$$
where $\psi(x)$ satisfies the functional equation (3.2.2).

Substituting (4.2.1) in (2.2.1) we get a new family of distributions which we shall refer to as Marshall-Olkin semi-Pareto (MO-SP) family, whose survival function is given by

$$
\tilde{G}(x; \alpha) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)} ; \quad x \geq 0, \alpha > 0.
$$

The probability density function corresponding to $G$ is given by

$$
g(x; \alpha) = \frac{\alpha \psi(x)}{(\alpha + \psi(x))^2}.
$$

The hazard rate is given by

$$
r(x; \alpha) = \frac{\psi'(x)}{\alpha + \psi(x)}.
$$

If $X_1, X_2, \ldots, X_n$ are independent and identically distributed random variables having the survival function of MO-SP $\tilde{G}(x)$, then $U_n = \min(X_1, X_2, \ldots, X_n)$ has the survival function

$$
\tilde{G}_{U_n}(x) = \left(1 + \frac{1}{\alpha} \psi(x)\right)^{-n}.
$$

**Theorem 4.2.1**

Marshall-Olkin semi - Pareto distribution is geometric extreme stable

**Proof**

Proceeding as in Theorem 3.4.1 we have

$$
\tilde{G}(x) = \frac{p F(x)}{1 - (1 - p) \tilde{F}(x)} ; \quad -\infty < x < \infty.
$$

Suppose
\[ \bar{F}(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}, \]

which is the survival function of MO-SP. Then
\[ \bar{G}(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}, \]

Hence \( U \) is geometric minimum stable.

Similarly
\[ \bar{H}(x) = \frac{1}{1 + p \psi(x)}. \]

Hence \( V \) is geometric maximum stable.

Hence the family of MO-SP distributions with the survival function of the form
\[ \bar{F}(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}, \]

is geometric -extreme stable.

**Theorem 4.2.2**

Let \( \{X_i, i \geq 1\} \) be a sequence of independent and identically distributed random variables with common survival function \( \bar{F}(x) \) and \( N \) be a geometric random variable with parameter \( p \) and \( P(N = n) = p q^{n-1}; n=1,2,\ldots, 0 < p < 1, q = 1-p \), which is independent of \( \{X_i\} \) for all \( i \geq 1 \). Let \( U_n = \min_{i \leq n} X_i \). Then \( \{U_n\} \) is distributed as MO-SP if and only if \( \{X_i\} \) is distributed as semi - Pareto.

**Proof**

Proceeding as in Theorem 2.2.2 we have
\[
\overline{H}(x) = \frac{p F(x)}{1 - (1 - p) F(x)}.
\]

Suppose
\[
\overline{F}(x) = \frac{1}{1 + \psi(x)},
\]
then
\[
\overline{H}(x) = \frac{1}{1 + \frac{1}{p} \psi(x)},
\]
which is the survival function of MO-SP. This proves the sufficiency part of the theorem.
Conversely, suppose
\[
\overline{H}(x) = \frac{1}{1 + \frac{1}{p} \psi(x)}.
\]
Then we get
\[
\overline{F}(x) = \frac{1}{1 + \psi(x)},
\]
which is the survival function of semi-Pareto.

The following theorem establishes the relationship between the semi-Weibull distribution and Marshall-Olkin semi-Pareto distribution.

**Theorem 4.2.3**

If \(X_1, X_2, \ldots, X_n\) are identically and independently distributed as MO-SP then \(Z_n = (n / \alpha)^{1/\beta} U_n; \ \alpha, \ \beta > 0, \ n > 1, \ n > \alpha\) is asymptotically distributed as semi-Weibull where \(U_n = \min(X_1, X_2, \ldots, X_n)\).

**Proof**

If \(X\) is distributed as MO-SP then
This establishes the theorem.

As a corollary we have the following result.

Corollary 4.2.1

If $X_1, X_2, \ldots, X_n$ are identically and independently distributed as MOP then $Z_n = (n / \alpha)^{1/\beta} U_n$; $\alpha, \beta > 0$, $n > 1$, $n > \alpha$ is asymptotically distributed as Weibull where $U_n = \min(X_1, X_2, \ldots, X_n)$.

Now using the definition of domain of attraction we have the following theorem.

Theorem 4.2.5

The Marshall–Olkin Semi- Pareto distributions (MO-SP) are in the domain of attraction for minimum of the semi-Weibull distributions.

Proof

We have

$$
\bar{G}(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}.
$$

$$
F_{Z_n}(x) = P \left( (n / \alpha)^{1/\beta} U_n > x \right)
= \left( \bar{G} \left( (n / \alpha)^{1/\beta} x \right) \right)^n
= \left( 1 + \frac{1}{n} \psi(x)^x \right)^n
$$

Now $\lim_{n \to \infty} \left( 1 + \frac{1}{n} \psi(x) \right)^n = e^{-\psi(x)}$

This establishes the theorem.

As a corollary we have the following result.

Corollary 4.2.1

If $X_1, X_2, \ldots, X_n$ are identically and independently distributed as MOP then $Z_n = (n / \alpha)^{1/\beta} U_n$; $\alpha, \beta > 0$, $n > 1$, $n > \alpha$ is asymptotically distributed as Weibull where $U_n = \min(X_1, X_2, \ldots, X_n)$.

Now using the definition of domain of attraction we have the following theorem.

Theorem 4.2.5

The Marshall–Olkin Semi- Pareto distributions (MO-SP) are in the domain of attraction for minimum of the semi-Weibull distributions.

Proof

We have

$$
\bar{G}(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}.
$$

Taking $a_n = 0$ and $b_n = (n/\alpha)^{1/\beta} > 0$, we have
Theref

\[ L_n(a_n + b_n x) = 1 - \left( F \left( (n / \alpha)^{-\beta} x \right) \right)^n \]

\[ = 1 - \left( 1 + \frac{1}{n} \psi(x) \right)^{-n} \]

Therefore

\[ \lim_{n \to \infty} L_n(a_n + b_n x) = 1 - e^{-\psi(x)}. \]

Hence \( L(x) = 1 - e^{-\psi(x)} \) which is the cumulative distribution of the semi-Weibull distributions and this establishes the theorem.

4.3 An AR (1) model with MO-SP marginal distributions

Theorem 4.3.1

Consider an AR (1) structure given by (2.3.1), where \( \{\varepsilon_n\} \) is a sequence of independent and identically distributed random variables independent of \( \{X_{n-1}, X_{n-2}, \ldots\} \), then \( \{X_n\} \) is a stationary Markovian AR(1) process with MO-SP marginals if and only if \( \{\varepsilon_n\} \) is distributed as semi-Pareto distributions.

**Proof**

Proceeding as in the case of theorem 2.3.1 if we take

\[ \overline{F}_\varepsilon(x) = \frac{1}{1 + \psi(x)}, \]

then it easily follows that

\[ \overline{F}_X(x) = \frac{1}{1 + \frac{1}{\alpha} \psi(x)}, \]

which is the survival function of MO-SP.

Conversely, if we take,
it is easy to show that $F_{\varepsilon n}(x)$ is distributed as semi-Pareto and the process is stationary. In order to establish stationarity we proceed as follows.

Assume $X_{n-1} \overset{d}{=} \text{MO-SP}$ and $\varepsilon_n \overset{d}{=} \text{semi-Pareto}.$

Then

$$F_{X_n}(x) = \frac{1}{1 + \frac{x}{\alpha}},$$

This establishes that $\{X_n\}$ is distributed as MO-SP. Even if $X_0$ is arbitrary, it is easy to establish that $\{X_n\}$ is stationary and is asymptotically marginally distributed as MO-SP.

**Theorem 4.3.2**

Consider an autoregressive minification process $X_n$ of order $k$ with structure (2.5.1). Then $\{X_n\}$ has stationary marginal distribution as MO-SP if and only if $\{\varepsilon_n\}$ is distributed as semi-Pareto.

### 4.4 Marshall-Olkin Pareto distribution and its properties

We consider the Pareto (type III) distribution with the survival function

$$F(x; \beta) = \frac{1}{1 + x^\beta} : x \geq 0, \beta > 0.$$ 

Substituting this in (2.2.1), we get a new family of distributions which we shall refer to as Marshall-Olkin generalized Pareto (MO-GP) family, whose survival function is given by
\[ \bar{G}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta}; \quad x \geq 0, \beta, \alpha > 0. \]

Table 4.1 gives the cumulative distribution function of MO-GP distribution.

The probability density function corresponding to \( G \) is given by

\[ g(x) = \frac{\beta \alpha x^{\beta-1}}{(\alpha + x^\beta)^2}; \quad x \geq 0, \alpha > 0, \beta > 0. \]

The hazard rate is given by

\[ r(x) = \frac{x^{\beta-1}}{(\alpha + x^\beta)}; \quad x \geq 0, \alpha > 0, \beta > 0. \]

The 1\textsuperscript{st} moment about zero is

\[ E(X) = \left(\frac{\Gamma(1/\beta)}{\beta}\right) (1 + \frac{1}{\beta} x^\beta); \quad 0 < 1 \leq 1 \]

and the variance is

\[ V(X) = \alpha^{2/\beta} \left\{ \Gamma(1 + (2/\beta)) \Gamma(1 - (2/\beta)) - \left( \Gamma(1 + (1/\beta)) \Gamma(1 - (1/\beta)) \right)^2 \right\} \]

if \( \beta > 2 \). \hfill (4.4.3)

If \( \{X_i, i = 1, 2, \ldots, n\} \) are independent and identically distributed random variables having the survival function of MO-GP \( \bar{G}(x) \), then \( \{\min X_i, i = 1, 2, \ldots, n\} \) has the survival function \( \left( 1 + \frac{1}{\alpha} x^\beta \right)^n \).

Figure 4.1 gives the graph of the probability density function of \( g(x) \) for various values of \( \alpha \) and \( \beta \). Figure (4.2) gives the graph of the hazard rate \( r(x) \). This points out the wide applicability of the MO-GP distribution for modeling various types of financial and socio-economic data.
Theorem 4.4.1
Marshall-Olkin generalized Pareto distribution is geometric extreme stable

Proof
Proceeding as in Theorem 3.4.1, we have

$$\bar{G}(x; p) = \frac{p F(x)}{1 - (1 - p) F(x)} \quad (-\infty < x < \infty).$$

Suppose

$$\bar{F}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta}.$$ 

which is the survival function of MO-GP. Then

$$\bar{G}(x) = \frac{1}{1 + \frac{1}{\alpha p} x^\beta}.$$ 

Hence U is geometric minimum stable.

Similarly

$$\bar{H}(x) = \frac{1}{1 + \frac{p}{\alpha} x^\beta}.$$ 

Hence V is geometric maximum stable.

Hence the family of MO-GP distributions with the survival function of the form

$$\bar{F}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta}$$

is geometric-extreme stable.
Theorem 4.4.2

Let \{X_i, i \geq 1\} be a sequence of independent and identically distributed random variables with common survival function \(\overline{F}(x)\) and \(N\) be a geometric random variable with parameter \(p\) and \(P(N = n) = p q^{n-1}; n=1,2,\ldots, 0 < p < 1, q = 1-p\), which is independent of \{X_i\} for all \(i \geq 1\). Let \(U_N = \min_{1 \leq i \leq N} X_i\). Then \{U_N\} is distributed as MOGP if and only if \{X_i\} is distributed as Pareto.

Proof

Proceeding as in theorem 2.2.2 we have

\[
\overline{H}(x) = \frac{p F(x)}{1 - (1 - p) F(x)}.
\]

Suppose

\[
\overline{F}(x) = \frac{1}{1 + x^\beta},
\]

then

\[
\overline{H}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta},
\]

which is the survival function of MO-GP. This proves the sufficiency part of the theorem.

Conversely, suppose

\[
\overline{H}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta}.
\]

Then we get

\[
\overline{F}(x) = \frac{1}{1 + x^\beta},
\]

which is the survival function of Pareto.
Theorem 4.4.3

Consider an AR (1) structure given by (2.3.1), where \{\varepsilon_n\} is a sequence of independent and identically distributed random variables independent of \{X_{n-1}, X_{n-2}, \ldots\}, then \{X_n\} is a stationary Markovian AR(1) process with MO-GP marginals if and only if \{\varepsilon_n\} follows the Pareto distribution.

Proof

Proceeding as in the case of Theorem 2.3.1 if we take

\[ \bar{F}_{\varepsilon}(x) = \frac{1}{1 + \alpha x^\beta} , \]

then it easily follows that

\[ \bar{F}_X(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta} , \]

which is the survival function of MO-GP.

Conversely if we take

\[ \bar{F}_{X_n}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta} , \]

it is easy to show that \(F_{\varepsilon,n}(x)\) is distributed as Pareto and the process is stationary. In order to establish stationarity we proceed as follows.

Assume \(X_{n-1} \overset{d}{=} \text{MO-GP} \text{ and } \varepsilon_n \overset{d}{=} \text{Pareto}. \)

Then

\[ \bar{F}_{X_n}(x) = \frac{1}{1 + \frac{1}{\alpha} x^\beta} . \]

This establishes that \{X_n\} is distributed as MO-GP. Even if \(X_0\) is arbitrary, it is easy to establish that \{X_n\} is stationary and is asymptotically marginally distributed as MO-GP.
Theorem 4.4.4
Consider an autoregressive minification process $X_n$ of order $k$ with structure (2.5.1). Then $\{X_n\}$ has stationary marginal distribution as MO-GP if and only if $\{\epsilon_n\}$ is distributed as Pareto.

4.4.1 Sample path behaviour
The sample path of the process for different values of $p$ and $\lambda$ are given in figure 4.4. The simulated sample path using 100 observations generated from the MO-GPAR (1) process with $p=0.3, 0.5$ and $0.9$ and $\alpha = 1.5$ and $10$ are given respectively in the figure 4.5. The sample path behaviour of the MO-GPAR (1) process seems to be distinctive and is adjustable through the parameters $p$ and $\alpha$. This makes the model very rich. Mainly there seems to be three cases:

(1) runs of increasing values – up runs  
(2) runs of decreasing values – down runs  
(3) both (peaks).

These observations can be verified by referring to the Table 4.2 showing $P(X_n < X_{n-1})$. These probabilities are obtained through a Monte Carlo simulation procedure. Sequences of 100, 300, 500, 700, 900 observations from MO-GPAR (1) process are generated repeatedly for ten times and for each sequence the probability is estimated. A table of such probabilities is provided with the average from ten trials along with an estimate of standard error (see Table 4.2).

4.5. Estimation of parameters
In this section we consider the problem of estimating the parameters of the MO-GP distribution which can be tackled in a way
similar to those of Johnson and Kotz (1970). We assume that $X_1, X_2, \ldots, X_n$ are independent random variables each distributed as MO-GP.

### 4.5.1 Estimators from moments

Provided $\beta > 2$, from (4.4.2) and (4.4.3) we have the coefficient of variation (CV) given by

$$CV = \left( \frac{[\Gamma((2/\beta)+1)\Gamma(1-(2/\beta))-(\Gamma((1/\beta)+1)\Gamma(1-(1/\beta)))^2]}{\Gamma((1/\beta)+1)\Gamma(1-(1/\beta))} \right)^{1/2}. \quad (4.5.1)$$

Now we can form a table for various CV by using (4.5.1) for different $\beta$ values. In order to estimate $\alpha$ and $\beta$, we need to calculate the coefficient of variation of the data ((CV)$_d$) on hand. Having done this, we compare (CV)$_d$ with CV using table. The corresponding $\beta$ is the estimated one ($\beta^*$). The parameter $\alpha$ can then be estimated using the following.

$$\tilde{x} = \alpha^{1/\beta} \frac{\Gamma(1+(1/\beta))\Gamma(1-(1/\beta))}{\Gamma(1+(1/\beta))\Gamma(1-(1/\beta))} ; \beta < 1.$$ 

$$\alpha^* = \left( \frac{\tilde{x}}{\Gamma(1+(1/\beta))\Gamma(1-(1/\beta))} \right)^\beta,$$

where $\tilde{x}$ is the mean of the data.

### 4.5.2 Maximum likelihood estimators

The likelihood function for a sample $(x_1, x_2, \ldots, x_n)$ from MO-GP distribution is

$$L = \frac{\beta^n \alpha^s}{\prod_{i=1}^n x_i^{\beta+1} \prod_{i=1}^n (1+\alpha x_i^{-\beta})^2}.$$ 

Taking logarithms on both sides, differentiating partially with respect to the parameters $\alpha$ and $\beta$ and setting the results to zero we have
\[
\frac{\partial \log L}{\partial \alpha} = \frac{n}{\alpha} - 2 \sum_{i=1}^{n} \frac{x_i^{-\beta}}{1 + \alpha x_i^{-\beta}} = 0
\]
\[
\frac{\partial \log L}{\partial \beta} = \frac{n}{\beta} \sum_{i=1}^{n} \log x_i + 2 \sum_{i=1}^{n} \frac{x_i^{-\beta} \log x_i}{1 + \alpha x_i^{-\beta}} = 0.
\]
Solving we find the relation
\[
\beta^0 = \frac{n \alpha}{(1 - \alpha) \sum \log x_i} \tag{4.5.2}
\]
between the maximum likelihood estimators \( \hat{\alpha}, \hat{\beta} \) of \( \alpha, \beta \) respectively.

To find an estimate for \( \alpha \) first fix the value of \( \beta \). Then by Newton-Raphson's method find the value of \( \alpha \). This gives the estimate of \( \alpha \). Then using (4.5.2) we can find an estimate of \( \beta \).

### 4.5.3 Estimation from Quantiles

Select two numbers \( P_1 \) and \( P_2 \) between 0 and 1 and obtain estimators of the respective quantiles \( \hat{X}_{P_1} \) and \( \hat{X}_{P_2} \). Estimators of \( \beta \) and \( \alpha \) are then obtained by solving the two simultaneous equations
\[
P_j = 1 - \frac{1}{1 + (\hat{X}_{P_1}/\alpha)} \quad : \quad j = 1, 2. \tag{4.5.3}
\]

The estimator of \( \beta \) is
\[
\beta^0 = \log \left( \frac{P_j (1 - P_{1-j})}{P_{j-1} (1 - P_j)} \right) \cdot \log \left( \frac{\hat{X}_{P_{1-j}}}{\hat{X}_{P_j}} \right).
\]

The corresponding estimator of \( \alpha \) can be obtained from (4.5.3).
4.6 Marshall – Olkin bivariate semi - Pareto distributions

A random vector \((X, Y)\) is said to have the bivariate semi-Pareto distribution with parameters \(\alpha, \beta, p\) if its survival function is of the form

\[
\bar{F}(x, y) = P(X > x, Y > y) = \frac{1}{1 + \psi(x, y)}
\]

(4.6.1)

where \(\psi(x, y)\) satisfies the functional equation (3.6.3).

From (3.6.1) we can see that the new survival function is

\[
\bar{G}(x, y;\alpha) = \frac{1}{1 + \frac{1}{\alpha} \psi(x, y)} ; \ x, y \geq 0, \ \alpha > 0,
\]

(4.6.2)

which we shall refer to as Marshall-Olkin bivariate semi-Pareto distribution denoted as MO-BSP.

**Theorem 4.6.1**

If \(\{(X_i, Y_i), i \geq 1\}\) be a bivariate sequence of non-negative random vectors identically and independently distributed as MO-BSP, then \(Z_n = ((n/\alpha)^{1/\beta_1} U_n, (n/\alpha)^{1/\beta_2} V_n); \ \beta_1, \ \beta_2 > 0, \ n > 1, \ n > \alpha\) is asymptotically distributed as bivariate semi-Weibull where \(U_n = \min (X_1, X_2, ..., X_n)\) and \(V_n = \min (Y_1, Y_2, ..., Y_n)\).

**Proof**

If \((X, Y)\) is distributed as MO-BSP, then from (4.6.2) we have

\[
\bar{G}(x, y) = \frac{1}{1 + \frac{1}{\alpha} \psi(x, y)}
\]

\[
\bar{F}_{Z_n}(x, y) = P[(n/\alpha)^{1/\beta_1} U_n > x, (n/\alpha)^{1/\beta_2} V_n > y]
\]

\[
= \left(\bar{G}((n/\alpha)^{1/\beta_1} x, (n/\alpha)^{-1/\beta_2} y)\right)^n
\]
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Now \( \lim_{n \to \infty} \left( 1 + \frac{1}{n} \psi(x, y) \right)^{-n} = e^{-\psi(x, y)} \).

This establishes the theorem. As a corollary we have the following result.

**Corollary 4.6.1**

If \((X_i, Y_i), i \geq 1\) be a sequence of bivariate non-negative random vectors identically and independently distributed as MO-BP, then \( Z_n = ((n/\alpha)^{1/\beta_1} U_n, (n/\alpha)^{1/\beta_2} V_n); \beta_1, \beta_2 > 0, n > 1, n > \alpha \) is asymptotically distributed as bivariate Weibull where

\[
U_n = \min(X_1, X_2, \ldots, X_n) \quad \text{and} \quad V_n = \min(Y_1, Y_2, \ldots, Y_n).
\]

As in Castillo (1988) we can extend the concept of domain of attraction to the multivariate setup.

**Theorem 4.6.2**

The Marshall-Olkin bivariate semi-Pareto distributions (MO-BSP) are in the domain of attraction for minimum of the bivariate semi-Weibull distributions.

**Proof**

We have

\[
\bar{F}(x, y) = \frac{1}{1 + \frac{1}{\alpha} \psi(x, y)}.
\]

Taking \( a_n = (0, 0)' \) and \( b_n = ((n/\alpha)^{1/\beta_1} > 0, (n/\alpha)^{-1/\beta_2} > 0) \), we have

\[
L_n(a_n + b_n, X) = 1 - \left( G((n/\alpha)^{-1/\beta_1} x, (n/\alpha)^{-1/\beta_2} y) \right)^n
= 1 - \left( 1 + \frac{1}{n} \psi(x, y) \right)^{-n}
\]
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Therefore
\[ \lim_{n \to \infty} L_n(a_n + b_n x) = 1 - e^{-\psi(x, y)}. \]

Hence \( L(x) = 1 - e^{-\psi(x, y)} \), which is the cumulative distribution of the bivariate semi-Weibull distribution and this establishes the theorem.

Now we consider a bivariate AR (1) model \{\((X_n, Y_n)\)\} having stationary marginal distribution as the MO-BSP and innovations \{\((U_n, V_n)\)\} distributed as bivariate semi-Pareto.

### 4.7 Marshall – Olkin bivariate semi-Pareto AR (1) model

**Theorem 4.7.1**

Consider a bivariate autoregressive minification process \{\((X_n, Y_n)\)\} having a structure (3.7.1). Then \{\((X_n, Y_n)\)\} has stationary marginal distribution as MO-BSP if and only if \{\((U_n, V_n)\)\} is jointly distributed as bivariate semi-Pareto distribution.

**Proof**

From (3.7.1)
\[ \tilde{F}_{X_n,Y_n}(x,y) = P(X_n > x, Y_n > y) \]
\[ = p G_{U_n,V_n}(x,y) + (1 - p) \tilde{F}_{X_{n-1},Y_{n-1}}(x,y) \tilde{G}_{U_n,V_n}(x,y) \]  \( (4.7.1) \)

Under stationarity
\[ \tilde{F}_{X,Y}(x,y) = p \tilde{G}_{U,V}(x,y) / [1 - (1-p) \tilde{G}_{U,V}(x,y)] \]

If we take
\[ \tilde{G}_{U,V}(x,y) = 1 / \{1 + \psi(x,y)\} \]
\[ \tilde{F}_{X,Y}(x,y) = p / \{p + \psi(x,y)\} \]

which is the survival function of MO-BSP.

Conversely if we take
\[ F_{X,Y}(x, y) = p / \{ p + \psi(x, y) \} \]

it is easy to show that \( G_{U,V}(x, y) \) is distributed as bivariate semi- Pareto distribution and the process is stationary. In order to establish stationarity we proceed as follows.

Assume \( \{(X_n, Y_n)\} \overset{d}{=} \text{MO-BSP} \) and \( \{(U_n, V_n)\} \overset{d}{=} \text{BSP} \).

Then from (4.7.1)

\[ F_{X,Y}(x, y) = p / \{ p + \psi(x, y) \} \]

This establishes that \( \{(X_n, Y_n)\} \) is distributed as \( \text{MO-BSP} \). Even if \( (X_0, Y_0) \) is arbitrary, it is easy to establish that \( \{(X_n, Y_n)\} \) is stationary and is asymptotically marginally distributed as \( \text{MO-BSP} \).

### 4.8 Generalization to the k-th order autoregressive model

A \( k^{th} \) order autoregressive model has the structure

\[
\begin{align*}
X_n & = \begin{cases} 
U_n & \text{w.p.} \ p_0 \\
\min(X_{n-1}, U_n) & \text{w.p.} \ p_1 \\
\min(X_{n-2}, U_n) & \text{w.p.} \ p_2 \\
\vdots & \\
\min(X_{n-k}, U_n) & \text{w.p.} \ p_k 
\end{cases} \\
Y_n & = \begin{cases} 
V_n & \text{w.p.} \ p_0 \\
\min(Y_{n-1}, V_n) & \text{w.p.} \ p_1 \\
\min(Y_{n-2}, V_n) & \text{w.p.} \ p_2 \\
\vdots & \\
\min(Y_{n-k}, V_n) & \text{w.p.} \ p_k 
\end{cases}
\end{align*}
\]

(4.7.1)

where \( 0 < p_i < 1, \sum_{i=1}^{k} p_i = 1 - p_0 \). Then \( \{(X_n, Y_n)\} \) has stationary marginal distribution as \( \text{MO-BSP} \) if and only if \( \{(U_n, V_n)\} \) is jointly distributed as bivariate semi-Pareto distribution.
4.9 Characterizations

In the following section we consider the special case namely bivariate Pareto distribution having the survival function

$$F(x, y) = \frac{1}{1 + x^{\beta_1} + y^{\beta_2}}; \quad x, y \geq 0, \beta_1, \beta_2 > 0.$$  

From (3.6.1) the new survival function is

$$G(x, y) = \frac{1}{1 + \alpha (x^{\beta_1} + y^{\beta_2})}; \quad x, y \geq 0, \beta_1, \beta_2 > 0, 0 < \alpha < 1,$$

which is known as Marshall-Olkin bivariate Pareto(MO-BP) distribution.

The density function is given by

$$g(x, y) = 2\beta_1, \beta_2, x^{\beta_1 - 1} y^{\beta_2 - 1} \frac{1}{\alpha^2} \left(1 + (1/\alpha)(x^{\beta_1} + y^{\beta_2})\right)^{-3}; \quad x, y \geq 0, \beta_1, \beta_2,$$

$$0 < \alpha < 1.$$  

The marginal distributions of $X$ and $Y$ are

$$g(x) = \frac{\beta_1}{\alpha} x^{\beta_1 - 1} \left(1 + (1/\alpha)x^{\beta_1}\right)^{-2}; \quad x \geq 0, \beta_1, 0 < \alpha < 1.$$  

and

$$g(y) = \frac{\beta_2}{\alpha} y^{\beta_2 - 1} \left(1 + (1/\alpha)y^{\beta_2}\right)^{-2}; \quad y \geq 0, \beta_2, 0 < \alpha < 1.$$  

$$E(X_i) = \left(\alpha^2/\beta_i\right)^{2/\beta_i} \left(1 + (1/\alpha)r \beta_i^{-1} \alpha^{-1} \beta_i^{-1}\right)^{1/\beta_i}; \quad r < \beta_i.$$  

$$V(X_i) = \alpha^2/\beta_i \left\{\Gamma(1 + (2/\beta_i))\left(\Gamma(1 - (2/\beta_i)) - (\Gamma(1 + (1/\beta_i))\Gamma(1 - (1/\beta_i)))\right)^2\right\};$$

$$\text{if } (\beta_i > 2).$$

$$E(XY) = 2\alpha^{\beta_1 + \beta_2} \left(\beta_i + 1, 2 - \frac{1}{\beta_i}\right)\beta_i \left(\frac{1}{\beta_i} + 1, 1 - \frac{1}{\beta_i} - \frac{1}{\beta_i}\right).$$

Using these the correlation between $X$ and $Y$ can be obtained.

Figure 4.4 gives the graph of the survival function of MO-BP.
Theorem 4.9.1

Consider a bivariate autoregressive minification process \((X_n, Y_n)\) having structure (3.7.1). Then \(\{(X_n, Y_n)\}\) has stationary marginal distribution as MO-BP distribution if and only if \(\{(U_n, V_n)\}\) is jointly distributed as bivariate Pareto distribution.

Proof

Proceeding as in Theorem 3.7.1 if we take
\[
\tilde{G}_{U,Y}(x, y) = \frac{1}{1 + x^\beta + y^\beta},
\]
we get
\[
\tilde{F}_{X,Y}(x, y) = \frac{1}{1 + \frac{1}{\alpha}(x^\beta + y^\beta)}
\]
which is the survival function of MO-BP.

Conversely if we take
\[
\tilde{F}_{X,Y}(x, y) = \frac{1}{1 + \frac{1}{\alpha}(x^\beta + y^\beta)}
\]
it is easy to show that \(G_{U,Y}(x, y)\) is distributed as bivariate Pareto distribution and the process is stationary.

Theorem 4.9.2

Let \(N\) be a geometric random variable with parameter \(p\) and \(P\{N = n\} = p \cdot q^{n-1}, n = 1, 2, \ldots, 0 < p < 1, q = 1 - p.\) Consider a sequence \(\{(X_i, Y_i), i \geq 1\}\) be independently and identically distributed random vectors with common survival function \(\tilde{F}(x, y).\) \(N\) and \((X_i, Y_i)\) are independent for all \(i \geq 1.\) Let \(U_N = \min_{i \leq N} X_i\) and \(V_N = \min_{i \leq N} Y_i\). Then the random vectors \((U_N, V_N)\) are distributed as MO-BP if and only if \((X_i, Y_i)\) have BP distribution.
Proof

Consider

\[ \bar{S}(x, y) = P\left[U_N > x, V_N > y\right] \]

\[ = \sum_{n=1} \left[ \bar{F}(x, y)\right]^n p q^{n-1} \]

\[ = p \bar{F}(x, y) / [1 - (1-p) \bar{F}(x, y)] \]

Let \( \bar{F}(x, y) = \frac{1}{1 + x^{\beta_1} + y^{\beta_2}} \)

which is the survival function of bivariate Pareto.

Substituting this in the above equation we have

\[ \bar{S}(x, y) = \frac{1}{1 + \frac{1}{\alpha} (x^{\beta_1} + y^{\beta_2})} = \bar{G}(x, y) \]

which is the survival function of MO-BP.

Conversely suppose that

\[ \bar{S}(x, y) = \frac{1}{1 + \frac{1}{\alpha} (x^{\beta_1} + y^{\beta_2})} \]

Then \( p \bar{F}(x, y) / [1 - (1-p) \bar{F}(x, y)] = \frac{1}{1 + \frac{1}{\alpha} (x^{\beta_1} + y^{\beta_2})} \).

On simplifying we get

\[ \bar{F}(x, y) = \frac{1}{1 + x^{\beta_1} + y^{\beta_2}}. \]

Hence the proof is complete.

Theorem 4.9.3

Let \( N \) be a geometric random variable with parameter \( p \) and \( P\{N = n\} = p q^{n-1}, n = 1, 2, \ldots, 0 < p < 1, q = 1-p. \) Consider a sequence \( \{(X_i, Y_i), i \geq 1\} \) be independently and identically distributed random vectors with common survival function \( \bar{F}(x, y). \) \( N \) and \( (X_i, Y_i) \) are
independent for all \(i \geq 1\). Let \(U_N = \min_{i \leq N} X_i\) and \(V_N = \min_{i \leq N} Y_i\). Then the random vectors \((U_N, V_N)\) are distributed as MO-BSP if and only if \((X_i, Y_i)\) have BSP distribution.

**Proof**

Proceeding as in Theorem 4.9.2 we have

\[
\overline{S}(x, y) = p \overline{F}(x, y) / [1 - (1 - p) \overline{F}(x, y)]
\]

Let \(\overline{F}(x, y) = 1 / \{1 + \psi(x, y)\}\),

which is the survival function of bivariate semi-Pareto.

Substituting this in the above equation we have

\[
\overline{S}(x, y) = p / \{p + \psi(x, y)\} = \overline{G}(x, y),
\]

which is the survival function of MOBSP.

Conversely suppose that

\[
\overline{S}(x, y) = p / \{p + \psi(x, y)\}.
\]

Then

\[
p \overline{F}(x, y) / [1 - (1 - p) \overline{F}(x, y)] = p / \{p + \psi(x, y)\}
\]

On simplifying we get

\[
\overline{F}(x, y) = 1 / \{1 + \psi(x, y)\}.
\]

Hence the proof is complete.

Now we shall establish another characterization of the MO-BSP distribution.

Let \(\{N_k, k \geq 1\}\) be a sequence of geometric random variables with parameters \(p_k, 0 \leq p_k < 1\).

Define

\[
\overline{F}_k(x, y) = P[U_{N_{k-1}} > x, V_{N_{k-1}} > y], k = 2, 3, \ldots
\]

\[
= p_{k-1} \overline{F}_{k-1}(x, y) / \{1 - (1 - p_{k-1}) \overline{F}_{k-1}(x, y)\}
\]

(4.9.3)

Here we refer \(\overline{F}_k\) as the survival function of the geometric \((p_{k-1})\)minimum of independent and identically distributed random vectors with \(\overline{F}_{k-1}\) as the common survival function.
Theorem 4.9.4

Let \( \{(X_i, Y_i), \ i \geq 1\} \) be a sequence of independent and identically distributed non-negative random vectors with common survival function \( \bar{G}(x,y) \). Define \( \bar{F}_1 = \bar{G} \) and \( \bar{F}_k \) as the survival function of the geometric \((p_{k-1})\) minimum of independent and identically distributed random vectors with common survival function \( \bar{F}_{k-1}, \ k = 2,3,\ldots \) Then
\[
\bar{F}_k(x, y) = \bar{G}(x, y) \quad (4.9.4)
\]
if and only if \((X_i, Y_i)\) have MO-BSP distributions.

Proof

By definition, the survival function \( \bar{F}_k \) satisfies the equation (4.9.3).

We have
\[
\bar{G}(x, y) = \frac{1}{1 + \frac{1}{p} \gamma(x, y)} = \frac{1}{1 + \phi(x, y)},
\]
where \( \phi(x, y) \) is a monotonically increasing function in both \( x \) and \( y \) \((x \geq 0, y \geq 0)\) and
\[
\lim_{x \to 0} \lim_{y \to 0} \phi(x, y) = 0 \text{ and } \lim_{x \to \infty} \lim_{y \to \infty} \phi(x, y) = \infty.
\]

So we can write
\[
\bar{F}_k(x, y) = \frac{1}{1 + \phi_k(x, y)}; \ k = 1, 2,\ldots
\]

Substituting this in (4.9.3), we get
\[
\phi_k(x, y) = \frac{\phi_{k-1}(x, y)}{p_{k-1}}; \ k = 2, 3, 4\ldots
\]
Recursively using this relation we have
\[ \theta_k(x, y) = \frac{\theta_1(x, y)}{p_1 p_2 \ldots p_{k-1}}, \]
\[ \text{since } \overline{F}_1 = \overline{G} \text{ implies that } \phi_1 = \phi. \]

This implies that
\[ \theta_k(x, y) = \frac{\theta_1(x, y)}{p_1 p_2 \ldots p_{k-1}} \quad (4.9.5) \]
Hence \[ \overline{F}_k(x, y) = \overline{G}(x, y) \]

This proves the sufficiency part.

Conversely assume that equation (4.9.4) is true. By the hypothesis of the theorem equation (4.9.5) follows.

Thus equation (4.9.4) and equation (4.9.5) together lead to the equation
\[ |1 + \frac{1}{p_1 p_2 \ldots p_{k-1}} \phi_1[(x, y)]^{-1} = \overline{G}(x, y) \]
\[ = \frac{1}{1 + \phi(x, y)} \]
This implies that
\[ \phi(x, y) = \frac{\phi_1(x, y)}{p_1 p_2 \ldots p_{k-1}}. \]

Hence the proof is complete.
Table 4.1 c.d.f. table for the MOGP distribution for $\beta = 1$

<table>
<thead>
<tr>
<th>$X \backslash \alpha$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>0.047619</td>
<td>0.02439</td>
<td>0.016393</td>
<td>0.012346</td>
<td>0.009901</td>
<td>0.008264</td>
<td>0.007092</td>
<td>0.006211</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>0.090909</td>
<td>0.047619</td>
<td>0.032258</td>
<td>0.02439</td>
<td>0.019608</td>
<td>0.016393</td>
<td>0.014085</td>
<td>0.012346</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>0.230769</td>
<td>0.130435</td>
<td>0.090909</td>
<td>0.069767</td>
<td>0.056604</td>
<td>0.047619</td>
<td>0.041096</td>
<td>0.036145</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.333333</td>
<td>0.2</td>
<td>0.142857</td>
<td>0.111111</td>
<td>0.090909</td>
<td>0.076923</td>
<td>0.066667</td>
<td>0.058824</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>0.333333</td>
<td>0.25</td>
<td>0.2</td>
<td>0.166667</td>
<td>0.142857</td>
<td>0.125</td>
<td>0.111111</td>
<td></td>
</tr>
<tr>
<td>0.15</td>
<td>0.6</td>
<td>0.428571</td>
<td>0.333333</td>
<td>0.272727</td>
<td>0.230769</td>
<td>0.2</td>
<td>0.176471</td>
<td>0.157895</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.666667</td>
<td>0.5</td>
<td>0.4</td>
<td>0.333333</td>
<td>0.285714</td>
<td>0.25</td>
<td>0.222222</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.714286</td>
<td>0.555556</td>
<td>0.454545</td>
<td>0.384615</td>
<td>0.333333</td>
<td>0.294118</td>
<td>0.263158</td>
<td>0.238095</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.75</td>
<td>0.6</td>
<td>0.5</td>
<td>0.428571</td>
<td>0.375</td>
<td>0.333333</td>
<td>0.3</td>
<td>0.272727</td>
<td></td>
</tr>
<tr>
<td>0.35</td>
<td>0.777778</td>
<td>0.636364</td>
<td>0.538462</td>
<td>0.466667</td>
<td>0.411175</td>
<td>0.368421</td>
<td>0.333333</td>
<td>0.304348</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.8</td>
<td>0.666667</td>
<td>0.571429</td>
<td>0.5</td>
<td>0.444444</td>
<td>0.4</td>
<td>0.363636</td>
<td>0.333333</td>
<td></td>
</tr>
<tr>
<td>0.45</td>
<td>0.818182</td>
<td>0.692308</td>
<td>0.6</td>
<td>0.529412</td>
<td>0.473684</td>
<td>0.428571</td>
<td>0.391304</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>0.833333</td>
<td>0.714286</td>
<td>0.625</td>
<td>0.555556</td>
<td>0.5</td>
<td>0.454545</td>
<td>0.416667</td>
<td>0.384615</td>
<td></td>
</tr>
<tr>
<td>0.55</td>
<td>0.846154</td>
<td>0.733333</td>
<td>0.647059</td>
<td>0.578947</td>
<td>0.52381</td>
<td>0.478261</td>
<td>0.44</td>
<td>0.407407</td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.857143</td>
<td>0.75</td>
<td>0.666667</td>
<td>0.6</td>
<td>0.545455</td>
<td>0.5</td>
<td>0.461538</td>
<td>0.428571</td>
<td></td>
</tr>
<tr>
<td>0.65</td>
<td>0.866667</td>
<td>0.764706</td>
<td>0.684211</td>
<td>0.619048</td>
<td>0.565217</td>
<td>0.52</td>
<td>0.481481</td>
<td>0.448276</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>0.875</td>
<td>0.777778</td>
<td>0.7</td>
<td>0.636364</td>
<td>0.583333</td>
<td>0.538462</td>
<td>0.5</td>
<td>0.466667</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.888889</td>
<td>0.8</td>
<td>0.727273</td>
<td>0.666667</td>
<td>0.615385</td>
<td>0.571429</td>
<td>0.533333</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.9</td>
<td>0.818182</td>
<td>0.75</td>
<td>0.692308</td>
<td>0.642857</td>
<td>0.6</td>
<td>0.5625</td>
<td>0.529412</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.909091</td>
<td>0.833333</td>
<td>0.769231</td>
<td>0.714286</td>
<td>0.666667</td>
<td>0.625</td>
<td>0.588235</td>
<td>0.555556</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.9375</td>
<td>0.882353</td>
<td>0.833333</td>
<td>0.789474</td>
<td>0.75</td>
<td>0.714286</td>
<td>0.681818</td>
<td>0.652174</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>0.952381</td>
<td>0.909091</td>
<td>0.869565</td>
<td>0.833333</td>
<td>0.8</td>
<td>0.769231</td>
<td>0.740741</td>
<td>0.714286</td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td>0.714286</td>
<td>0.555556</td>
<td>0.454545</td>
<td>0.384615</td>
<td>0.333333</td>
<td>0.294118</td>
<td>0.263158</td>
<td>0.238095</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>0.967742</td>
<td>0.9375</td>
<td>0.909091</td>
<td>0.882353</td>
<td>0.857143</td>
<td>0.833333</td>
<td>0.810811</td>
<td>0.789474</td>
<td></td>
</tr>
<tr>
<td>5.0</td>
<td>0.980392</td>
<td>0.961538</td>
<td>0.943396</td>
<td>0.925926</td>
<td>0.909091</td>
<td>0.892857</td>
<td>0.877193</td>
<td>0.862069</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>0.990099</td>
<td>0.980392</td>
<td>0.970874</td>
<td>0.961538</td>
<td>0.952381</td>
<td>0.943396</td>
<td>0.934579</td>
<td>0.925926</td>
<td></td>
</tr>
<tr>
<td>30.0</td>
<td>0.996678</td>
<td>0.993377</td>
<td>0.990099</td>
<td>0.986842</td>
<td>0.983607</td>
<td>0.980392</td>
<td>0.977199</td>
<td>0.974026</td>
<td></td>
</tr>
<tr>
<td>50.0</td>
<td>0.998004</td>
<td>0.996016</td>
<td>0.994036</td>
<td>0.992063</td>
<td>0.990099</td>
<td>0.988142</td>
<td>0.986193</td>
<td>0.984252</td>
<td></td>
</tr>
<tr>
<td>70.0</td>
<td>0.998573</td>
<td>0.997151</td>
<td>0.995733</td>
<td>0.994318</td>
<td>0.992908</td>
<td>0.991501</td>
<td>0.990099</td>
<td>0.988701</td>
<td></td>
</tr>
<tr>
<td>90.0</td>
<td>0.999899</td>
<td>0.997783</td>
<td>0.996678</td>
<td>0.995575</td>
<td>0.994475</td>
<td>0.993377</td>
<td>0.992282</td>
<td>0.991189</td>
<td></td>
</tr>
<tr>
<td>100.0</td>
<td>0.999901</td>
<td>0.99804</td>
<td>0.997009</td>
<td>0.996016</td>
<td>0.995025</td>
<td>0.994036</td>
<td>0.993049</td>
<td>0.992063</td>
<td></td>
</tr>
<tr>
<td>200.0</td>
<td>0.99995</td>
<td>0.999901</td>
<td>0.998502</td>
<td>0.997506</td>
<td>0.997009</td>
<td>0.996512</td>
<td>0.996016</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
p.d.f. of MOGP for various values of $\alpha$ and $\beta = 2$
Fig 4.2

Hazard rate function of MOGP for various values of $\alpha$ and $\beta = 2$
Table 4.2  \( P( X_n < X_{n-1}) \) for the MO-GPAR(1) process with \( \beta = 2 \).

(Standard error in brackets)

<table>
<thead>
<tr>
<th>p/n</th>
<th>100</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.7331613</td>
<td>0.7665081</td>
<td>0.7789096</td>
<td>0.7596677</td>
<td>0.7592503</td>
</tr>
<tr>
<td></td>
<td>(0.003591274)</td>
<td>(0.004271484)</td>
<td>(0.002887473)</td>
<td>(0.001929483)</td>
<td>(0.002702583)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6771525</td>
<td>0.6970676</td>
<td>0.6747583</td>
<td>0.663084</td>
<td>0.6831175</td>
</tr>
<tr>
<td></td>
<td>(0.004816196)</td>
<td>(0.003316451)</td>
<td>(0.003784613)</td>
<td>(0.002650529)</td>
<td>(0.002063313)</td>
</tr>
<tr>
<td>0.3</td>
<td>0.5899782</td>
<td>0.6205373</td>
<td>0.6043202</td>
<td>0.5775021</td>
<td>0.5977751</td>
</tr>
<tr>
<td></td>
<td>(0.007046366)</td>
<td>(0.003315417)</td>
<td>(0.002869665)</td>
<td>(0.002096698)</td>
<td>(0.001392351)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.5399845</td>
<td>0.5248973</td>
<td>0.505993</td>
<td>0.4945783</td>
<td>0.5177375</td>
</tr>
<tr>
<td></td>
<td>(0.007889936)</td>
<td>(0.003636139)</td>
<td>(0.003871881)</td>
<td>(0.002364575)</td>
<td>(0.002078137)</td>
</tr>
<tr>
<td>0.5</td>
<td>0.4710888</td>
<td>0.4294541</td>
<td>0.4345885</td>
<td>0.42936</td>
<td>0.433623</td>
</tr>
<tr>
<td></td>
<td>(0.008423489)</td>
<td>(0.003274921)</td>
<td>(0.003861148)</td>
<td>(0.004258522)</td>
<td>(0.003073507)</td>
</tr>
<tr>
<td>0.6</td>
<td>0.4076856</td>
<td>0.336397</td>
<td>0.3511091</td>
<td>0.35494</td>
<td>0.3695838</td>
</tr>
<tr>
<td></td>
<td>(0.006348313)</td>
<td>(0.003232433)</td>
<td>(0.003906622)</td>
<td>(0.004194905)</td>
<td>(0.003018397)</td>
</tr>
<tr>
<td>0.7</td>
<td>0.2824047</td>
<td>0.2469975</td>
<td>0.3013843</td>
<td>0.2726442</td>
<td>0.2950196</td>
</tr>
<tr>
<td></td>
<td>(0.0063285430)</td>
<td>(0.0533952)</td>
<td>(0.005635849)</td>
<td>(0.005138762)</td>
<td>(0.003581313)</td>
</tr>
<tr>
<td>0.8</td>
<td>0.1565456</td>
<td>0.1659171</td>
<td>0.2010244</td>
<td>0.1848098</td>
<td>0.1873469</td>
</tr>
<tr>
<td></td>
<td>(0.009907357)</td>
<td>(0.005103512)</td>
<td>(0.007422066)</td>
<td>(0.004781317)</td>
<td>(0.002420858)</td>
</tr>
<tr>
<td>0.9</td>
<td>0.004615272</td>
<td>0.008668011</td>
<td>0.009199187</td>
<td>0.1140544</td>
<td>0.1025486</td>
</tr>
<tr>
<td></td>
<td>(0.009488589)</td>
<td>(0.006795573)</td>
<td>(0.004541494)</td>
<td>(0.003558334)</td>
<td>(0.003690587)</td>
</tr>
</tbody>
</table>
Fig 4.3

Sample paths of MOGPAR (1) Process for different values of \( p \) and \( \beta \).
$\rho = 0.9$, $\alpha = 2$, $\beta = 5$

Fig 4.4

Survival function - MOBP