Chapter 4
Optimal Protection Policy for Repair Facility with Interruption

4.1 Introduction

Vacation is a concept that is used widely in queuing literature. This chapter is motivated by the concept of vacation. Consider the case of software development. Assume that the development is done by an individual. One of the major threats of employing a single individual for the execution of the project is that the project may need to be dealt from scrap if the concerned person leaves the company without notice. This is because the approach and logic applied varies from person to person. Hence the company should keep alternatives open to tackle such situations. But keeping a standby from the beginning is not admissible from the cost perspective. It may be economical to restart if the concerned person leaves abruptly than keeping a standby from the beginning. Furthermore when the project enters some subsequent stages it might be desirable to have a standby than starting from scrap. Hence the most admissible choice will be to go for maintaining a standby resource once the development enters some critical stage. The time at which the standby person should be hired is a serious decision making problem.

In this chapter we deal with these types of problems. We assume that the spans of various stages are exponentially distributed with parameters depending on the stage.

4.2 Model

Consider a multi-state repair facility with \( n \) states. The repair facility can be interrupted because of many reasons like shut down at the repair facility, attrition of the service personal etc. Here we assume that the interruption will result in restarting the repair facility when the repair process is in certain class of states. But since restarting the repair facility from the scrap cannot be financially
viable always, we introduce the concept of protecting some of the repair states from interruption. When the repairs are in these states, the shocks or the interruption will not have any impact of the repairs, that is, the repairs will continue uninterrupted. Hence it will be desirable to protect every step of the repair. This incurs a heavy financial commitment as the cost of protecting a state be too high. Hence it will be interesting to find the number of states to be protected.

Suppose there are \(n\) states in the repair procedure. Assume that the initial \(k\) are unprotected. Hence the number of protected states will be \(n-k\). Let \(U\) and \(P\) respectively denote the set of unprotected and protected states. Once the process enters a protected state, it is protected till the completion of the repair facility. Hence transitions are assumed to be from unprotected state to same class or unprotected to protected and within the protected class. Transitions are not allowed from a protected state to unprotected state.

Let us assume that the repair times are distributed as an Erlang random variable with parameters \((n, \lambda)\). Hence the state at which the process is in at time \(t\) is, one plus the number of renewals by the time \(t\). Hence the probability that the process is in state \(m+1\) at time \(t\) is given by \(\exp(-\lambda t)(\lambda t)^m / m!\), \(m = 0, 1, 2, \ldots, n-1\).

Then
\[
P(X(t)\in U) = \sum_{m=0}^{k-1} \frac{\exp(-\lambda t)(\lambda t)^m}{m!}
\]
(4.1)

\[
P(X(t)\in P) = \sum_{m=k}^{n-1} \frac{\exp(-\lambda t)(\lambda t)^m}{m!}
\]
(4.2)

\[
P(\text{Repair is completed by time } t) = \sum_{m=n}^{\infty} \frac{\exp(-\lambda t)(\lambda t)^m}{m!}
\]
(4.3)

Let \(X\), \(X_u\) and \(X_p\) respectively be the random variable denoting repair time, the time spent in the unprotected states and the time spent in protected state till the completion of the repair. Let \(X(t)\) denote the state occupied by the repair facility.
at time $t$. Let random variable $Y$ denote the time for the occurrence of the shock or the interruption. We will assume that the shocks occur according to an exponential distribution with parameter $\delta$. Let $c$ denote the cost incurred per unit time when the system is under repair. Let $c_p$ denote the protection cost per unit time. Our objective is to find $k$ so that the expected cost will be minimized during the procedure. Let $L(k)$ denote the expected cost with $k$ unprotected states.

We can broadly classify the whole time interval into three distinct cases, assuming that the shock has occurred at time $t$:

(i) repair process is still in unprotected states at time $t$ and the cost will be $ct$,

(ii) repair process is in protected state at time $t$ and

(iii) repair process has completed by the time $t$. Let $L(k|t)$ denote the expected cost with $k$ unprotected states when the occurrence of the shock is given to be at $t$. Then under situation (i), the cost will be

$$
(ct + L(k))P\left(X(t) \in U\right)
$$

(4.4)

Now under (ii), assume that the repair process is in state $i$, $i \in P$ at time $t$, then expected time for the completion of repair after the $i^{th}$ state is given by $\frac{(n-i)}{\lambda}$. Also since the sojourn time in state $i$ is assumed to be exponentially distributed, the expected time in the state is independent the time for which it had been working in state $i$ which implies that the expected time of stay in state $i$ after time $t$ is given by $\frac{1}{\lambda}$. Hence the cost incurred for repair, if $X(t) \in i$, is given by

$$
c\left(t + \frac{n-i+1}{\lambda}\right)
$$

(4.5)

Now in (iii), the repair process has completed by the time $t$. Hence if we consider the transitions from each state as a renewal in a Poisson Process, repair has completed by the time $t$ imply that the number of renewals for the corresponding
renewal process is \( n, n+1, \ldots \). Let the process is in at state \( i \) at time \( t \) that is \((i-1)\) renewals had occurred by the time \( t \).

Let \( Y_1, Y_2, \ldots \) denote the interoccurrence times and \( N(t) \) denote the number of renewals by the time \( t \) for the renewal process. Let \( S_k = \sum_{i=1}^{k} Y_i \). Then it is known that the distribution of \( S_k \) given that \( N(t) = i \) is the distribution of the \( k^{th} \) order statistic of \( i \) uniform random variables over the range \((0,t)\).

Hence

\[
f_x(x|N(t) = i-1) = \frac{(i-1)!}{(n-1)!i(i-n-1)!} \left( \frac{x}{t} \right)^{i-1} \left( 1 - \frac{x}{t} \right)^{i-n-1} \frac{1}{i}.\]

Hence

\[
E(X|N(t) = i-1) = \int_0^t x \frac{(i-1)!}{(k-1)!(i-k-1)!} \left( \frac{x}{t} \right)^{i-1} \left( 1 - \frac{x}{t} \right)^{i-n-1} \frac{1}{t} dx.
\]

Putting \( y = \frac{x}{t} \) the integral reduces to a beta integral and on simplification we get

\[
E(X|N(t) = i-1) = \frac{(i-1)!}{(n-1)!i(i-n-1)!} \frac{n!(i-k-1)!}{i!} = \frac{nt}{i}.
\]

Hence

\[
E(X|T = t) = \sum_{i=1}^{\infty} \frac{nt}{i} \frac{\exp(-\lambda t)(\lambda t)^{i-1}}{(i-1)!}
\]

\[
= \frac{\exp(-\lambda t)n}{\lambda} \sum_{i=1}^{\infty} \frac{(\lambda t)^i}{(i)!}
\]

Now it is remaining to find out the protection cost under the condition (ii). Let us assume that \( X(t) \in i, i \in P \). Then the time for which protection is given by time \( t \) is \( t - X_u \). Then the distribution of \( X_u \) is the \( k^{th} \) order statistic of a random sample of size \( i-1 \) taken from a uniform distribution over the interval \((0,t)\). Hence
\[
f_{x_i}(x|X(t)=i) = \frac{(i-1)!}{(k-1)!(i-k-1)!} \left(\frac{x}{t}\right)^{k-1} \left(1 - \frac{x}{t}\right)^{i-k-1} \frac{1}{t}
\]

Hence the expected time in protected states till time \( t \) when the process is in state \( i \in P \) at time \( t \) is

\[
I = \int_0^t (t-x) \frac{(i-1)!}{(k-1)!(i-k-1)!} \left(\frac{x}{t}\right)^{k-1} \left(1 - \frac{x}{t}\right)^{i-k-1} \frac{1}{t} \, dx
\]

Putting \( y = \frac{x}{t} \) we have

\[
I = \frac{(i-1)!}{(k-1)!(i-k-1)!} \int_0^1 t(1-y) y^{k-1} (1-y)^{i-k-1} \, dy
\]

(4.6)

Following similar argument in condition (ii), expected time to the completion of the repair after time \( t \) and \( X(t) \in i \) is \( \frac{n-i+1}{\lambda} \).

Hence

\[
L(k|t) = (ct+L(k) \sum_{i=0}^{k-1} P(X(t)=i) + \sum_{i=k}^{n-1} c \left( t + \frac{n-i+1}{\lambda} \right) P(X(t)=i)
\]

\[
+ \frac{c_p}{\lambda} \sum_{i=k}^{n-1} \frac{t(i-k)}{i} P(X(t)=i) + \frac{c_p}{\lambda} \sum_{i=k}^{\infty} (n-i+1) P(X(t)=i)
\]

\[
+ c_p \sum_{i=k}^{n-1} \frac{t(i-k)}{i} P(X(t)=i) + \left( \frac{(c+c_p)n-t}{\lambda} - \frac{c_p{k}t}{\lambda} \right) \sum_{i=n+1}^{\infty} P(X(t)=i)
\]

Integrating over the range of \( t \), we have

\[
L(k) = \int_0^\infty L(k|t) \delta \exp(-\delta t) \, dt
\]

(4.7)
where

\[ I_1 = \sum_{i=0}^{n-1} \frac{t^i}{i!} \exp(-\lambda t) \exp(-\delta t) dt = \sum_{i=0}^{n-1} \frac{\lambda^i \delta}{i!} \int_0^\infty \exp(-(\lambda + \delta) t) t^i dt = \sum_{i=0}^{n-1} (i+1) \delta \lambda^i \]

Hence

\[ I_1 = \frac{1}{\delta} \frac{(n+1) \delta + \lambda}{\lambda + \delta} \left( \frac{\lambda}{\lambda + \delta} \right)^n \]  \hspace{1cm} (4.8)

\[ I_2 = \sum_{i=0}^{k-1} \frac{t^i}{i!} \exp(-\lambda t) \exp(-\delta t) dt = \sum_{i=0}^{k-1} \frac{\lambda^i \delta}{i!} \int_0^\infty \exp(-(\lambda + \delta) t) t^i dt = \sum_{i=0}^{k-1} \delta \lambda^i \]

Hence

\[ I_2 = 1 - \left( \frac{\lambda}{\delta + \lambda} \right)^k \]  \hspace{1cm} (4.9)

\[ I_3 = \sum_{i=1}^{n} \frac{n-i+1}{\lambda} \int_0^\infty \frac{t^{i-1}}{(i-1)!} \exp(-\lambda t) \exp(-\delta t) dt = \sum_{i=0}^{n-1} \frac{(n-i+1) \delta}{\lambda} \int_0^\infty \frac{t^{i-1}}{(i-1)!} \exp(-(\lambda + \delta) t) dt = \sum_{i=0}^{n-1} \frac{(n-i+1) \delta \lambda^{i-2}}{(\lambda + \delta)^i} \]

Hence

\[ I_3 = \frac{\lambda^{k-1} (n-k) \delta - \lambda + \lambda \left( \frac{\lambda}{\lambda + \delta} \right)^{k-n}}{\delta (\lambda + \delta)^k} \]  \hspace{1cm} (4.10)
Now

\[
I_4 = \sum_{i=k+1}^{n} \frac{i-k}{i} \int_0^\infty \frac{t \exp(-\lambda t)(\lambda t)^{-1}}{(i-1)!} \delta \exp(-\delta t) dt
\]

\[= \sum_{i=0}^{n-1} \frac{i-k}{i} \frac{\lambda^{-1} \delta}{(\lambda+\delta)^i} \int_0^\infty \exp(-(\lambda+\delta)t) t^i dt
\]

\[= \sum_{i=0}^{n-1} \frac{(i-k)}{i} \frac{i \delta \lambda^{-1}}{(\lambda+\delta)^i} = \sum_{i=0}^{n-1} \frac{(i-k) \delta \lambda^{-1}}{(\lambda+\delta)^i}
\]

\[
I_4 = \frac{\lambda^k (\delta + \lambda)^{n+1} - \lambda^n (\delta + \lambda)^k \left[ (1-k+n) \delta + \lambda \right]}{\delta (\delta + \lambda)^{n+k}} \tag{4.11}
\]

\[
I_5 = \int_0^\infty \frac{\exp(-\lambda t) n \lambda}{t} \sum_{i=n+1}^{\infty} \frac{(\lambda t)^i}{i!} \delta \exp(-\delta t) dt
\]

\[= \frac{n \delta}{\lambda} \sum_{i=n+1}^{\infty} \frac{\lambda^i}{i!} \int_0^\infty \exp(-(\lambda+\delta)t) t^i dt
\]

\[= \frac{n \delta}{\lambda} \sum_{i=n+1}^{\infty} \frac{\lambda^i}{i!} \frac{i!}{(\lambda+\delta)^i}
\]

\[= \frac{n \delta}{\lambda} \sum_{i=n+1}^{\infty} \frac{\lambda^i}{(\lambda+\delta)^i} \tag{4.12}
\]

On Simplification we get

\[
I_5 = \frac{\lambda^{n+1}}{(\delta + \lambda)^{n+1} \delta} \tag{4.12}
\]

Now making use of equations (4.8) to (4.12) in equation (4.7), we will have the expression for \(L(k), k = 1, 2, ..., n\).

For \(k = 0\), that is the case when all the states are protected, the expected cost will be independent of the time at which shock occurs and the expected time to complete the repair process is given by \(\frac{n}{\lambda}\). Hence the expected cost in this will be \((c_{+} + c_{p}) \frac{n}{\lambda}\).
4.3 Numerical Illustration

The results obtained in this chapter are illustrated with the help of a numerical example. The illustrations are performed with the help of MATHEMATICA®. The results are validated with various values of the parameters $\lambda, \delta, c$ and $c_p$, the values of the number of states are assumed to be constant at $n = 20$. The results are summarized in table 4.1. The figures in the boldface letter indicated the optimal values.

*Table 4.1* Long run cost for various values of $(\lambda, \delta, c, c_p)$ and constant at $n = 20$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$10,2,50,80$</th>
<th>$10,2,30,80$</th>
<th>$10,2,10,80$</th>
<th>$10,6,10,80$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>284.8659</td>
<td>239.6491</td>
<td>194.4323</td>
<td>172.0237</td>
</tr>
<tr>
<td>2</td>
<td><strong>283.1871</strong></td>
<td>236.5269</td>
<td>189.8667</td>
<td>164.6362</td>
</tr>
<tr>
<td>3</td>
<td>283.522</td>
<td>234.7298</td>
<td>185.9376</td>
<td>158.2151</td>
</tr>
<tr>
<td>4</td>
<td>286.2235</td>
<td><strong>234.4728</strong></td>
<td>182.7222</td>
<td>153.3396</td>
</tr>
<tr>
<td>5</td>
<td>291.7047</td>
<td>236.0039</td>
<td>180.3031</td>
<td><strong>150.9361</strong></td>
</tr>
<tr>
<td>6</td>
<td>300.4494</td>
<td>239.6085</td>
<td>178.7675</td>
<td>152.4862</td>
</tr>
<tr>
<td>7</td>
<td>313.0238</td>
<td>245.6147</td>
<td><strong>178.2056</strong></td>
<td>160.3594</td>
</tr>
<tr>
<td>8</td>
<td>330.09</td>
<td>254.3991</td>
<td>178.7081</td>
<td>178.3454</td>
</tr>
<tr>
<td>9</td>
<td>352.4218</td>
<td>266.3926</td>
<td>180.3635</td>
<td>212.5053</td>
</tr>
<tr>
<td>10</td>
<td>380.9226</td>
<td>282.0876</td>
<td>183.2527</td>
<td>272.5327</td>
</tr>
<tr>
<td>11</td>
<td>416.6469</td>
<td>302.0449</td>
<td>187.443</td>
<td>373.931</td>
</tr>
<tr>
<td>12</td>
<td>460.824</td>
<td>326.9017</td>
<td>192.9793</td>
<td>541.4956</td>
</tr>
<tr>
<td>13</td>
<td>514.8861</td>
<td>357.3793</td>
<td>199.8725</td>
<td>814.8825</td>
</tr>
<tr>
<td>14</td>
<td>580.5</td>
<td>394.2919</td>
<td>208.0837</td>
<td>1257.515</td>
</tr>
<tr>
<td>15</td>
<td>659.6041</td>
<td>438.5543</td>
<td>217.5045</td>
<td>1970.83</td>
</tr>
<tr>
<td>16</td>
<td>754.4498</td>
<td>491.1901</td>
<td>227.9303</td>
<td>3117.056</td>
</tr>
<tr>
<td>17</td>
<td>867.6497</td>
<td>553.338</td>
<td>239.0262</td>
<td>4955.655</td>
</tr>
<tr>
<td>18</td>
<td>1002.231</td>
<td>626.2574</td>
<td>250.2833</td>
<td>7901.593</td>
</tr>
<tr>
<td>19</td>
<td>1161.7</td>
<td>711.3311</td>
<td>260.9622</td>
<td>12618.54</td>
</tr>
<tr>
<td>20</td>
<td>1350.107</td>
<td>810.064</td>
<td>270.0213</td>
<td>20167.93</td>
</tr>
</tbody>
</table>
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4.4 Conclusion

We introduced the concept of protection during the repair process in this chapter. An optimal modelling assuming that the sojourn times in each state as exponential distribution is also done. Since the most of the lifetime distribution can be approximated by Coxian distribution, the results can be applied to the single state systems, splitting the total stay as to be combination of exponential random variables.