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ON A LElT TRUNCATED GENERALIZED GAUSSIAN DISIRIBUTION 

2.1. INTRODUCTION 

In the previous chapter - 1, so many authors considered that the variable undor 

study is having infinite range i.e., in theory, the random variable can assume any value 

over the range -- to +go. But in many practical situations the random variables under 

study are constrained. For example, in inventory modeling tha life time of commadity is 

non-negative. i.e., the lower limit of the variable is constrained to zero. Similarly, in 

many other applications in quality control and financial modaling, there is a minim- 

w-ty / grantee period for the risk to happen. Hence, the variables will haw the lowar 

bound. This practical situation can be batta analyzed by considering tho truncated 

distributions. In addition to this the majority of work reports in a literature re- the 

estimation of the parametas of the truncated generalized Oaussian distribution am b a d  

on the samples of truncated nature. Little work has been done in term8 of daacribing and 

analyzing the properties of tnurcated generalized Gaussian distribution. This motivatad to 

develop the left truncated generalized Gaussian distribution which is uselid fh analyzing 

the data sets arising at image processing, spcach recognition, quality control and financial 

modeling. 

In this chapter, we present the probability density function and distribution 

h c t i o n  of left truncated generalized Gaussian distriiution. The cumulative distribution 

function (Area undn probability curve) tables for standardized truncated gsnaalized 

Gaussian distribution are computed and presented in Annex - I. The wriotld 

distributional properties are derived. The distributions of the 3h ordm statistics, maximum 

order distribution, and medim distribution are derived. The inferartid ~ p e c u  of the 

parameters are discussed using likelihood function. The goodne~ of fit of the popoo#l 

distribution is illustrated with the data on largth of fish. 



2.2. L E R  TRUNCATED CENERUIZED GAUSSUN DISTRIBUTION 

A Continuous random Mliabla X is said to be a three paramet- ga~aal ' i  

Gaussian distriiution if its probability density function @.df) is of tbe fbrm 

(2.2.1) 

Consider that the range variable is finite say (A, w ). Then the probability density IbctIon 
(p.d.0 of a left truncated three parameter genaralizad Gaussian disbibution is 

The lower and upper truncation points are A and w raspactively. 

Hcnce, the probability density fundion of three parameter I& truncated gsmralizsd 

Gaussian distribution is 

for A < p  

P e f (4 = - 
43' 

for A 2 p  

2.3. DISTRIBUTIONAL PROPERTIES 

The M o u s  distributionel proporti- of the Left tnmcntd gansralizsd Oaud.a 

distriiution are discugsd in this d m .  Diffasnt s h p  of tbe f i s q w  CUM for 
giwsl values of tfbe jmmnder am shown in Figure 2.1 
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Ngure 2.1: 
The frequency curves for dlftercnt values of tbe left truncated genenllzsd G.rurlrrr 

distribution 
From figure 2.1 it is observed that this distribution is uni-model distribution. 

The distribution function of X is given by 

On simplification, we gd 



~ ( x ) ~  for A < p  

Similarly, we get 

for A 2 p  

The mean of the distribution is 

On simplification, we gd 

Similarly, we ge4 



Let M be the median of the distribution, then we have 

On simplification, we get 

Similarly, we get 

for A < p  

for A 2 p  

' 

The median M of  the distribution can be obtained by solving the equations (2.3.5) md 

(2.3.6). 

For obtaining the mode of the distribution consider the probability dansity ibction of the 

distribution. 

Taking logarithms on botb sides, we get 

logf(x)  = log&,) - 



Differentiating both sides with respect to x, we get 

Salving equation (2.3.7). we get x = p. 

Thus, x = p i s  the uniqw solution which indicates this distniution is uni-model. 

This distribution reaches its maximum at the point x = p 

The raw moments of the distribution are 

On simplification, we get 

The 6rst tinarponcattrrrlmomentsamobtaiwd bymhtitutingr - 1.2.3.4 inaq\wtion 

(2.3.8) 



Similarly for A 2 p , the ? non central moment is 

The first fw ncm cunrral momab ue obtained by substituting r - 1.2.3.4 in cqudon 
(2.3.9) 



The central moments of this distribution are 
0 

11. = j ( x - ~ - ~ Y f ( x ) h  
A 



On simplification, we get 

a'(- ~ r '  for A < p (2.3.10) 

The first four central moments an obtained by substituting r - 1, 2, 3, 4 in equation 

(2.3.10) 

PI = o  



Similarly fot A 2 p , the non central momcat is 

The first four central moments are obtained by substituting r = 1. 2, 3, 4 in equation 

(2.3.1 I )  

P, ' 0  



The skewness o f  the distribution is 

- 344 + P, )  
2 

for A 2 p 
(PZ -e2Y 

Kwtosis of the distribution is 

3S2 2s -S2 + S  -4SS 

p2 = -4f- S2 - S: 
for A < p  





for A 2 p  

2.4. ORDER STATISTICS OF LEFT TRUNCATED THREE PARAMETER 

GENERALIZED GAUSSIAN DISTRIBUTION 

The simple explicit form of the distribution h c t i o n  as given in aquation (2.3.1 

and 2.3.2) leads us to derive the order statistics wmactcd with this 1cA truncated thm 

paratneten generalized Gaussian distribution. 

Let X,,, 5 X, s... S X, denote the order statistics obtained from a random sample 

of size n tram the generalized truncated O a u s s i ~  distribution having ths probability 

deasity function o f  the form given in (2.4.1). The probability dmity Amdon of 8 orda 
statistics i s  given by [David (1981)], 

/,AX) = D,#[*K-'[~ -*)I- f ( x )  

n ! 
a Dm = (s - I)!(n -s)! 

(2.4.2) 

Substituting fix) aad F(x) values givar in equation (2.4.1) aad (2.3.2) in the q m t h  

(2.4.2), we get the probability U t y  function of ths r' orda statihcs b u 

Case (i): For A 2 p 

For A < x < O  



For O < x c a ,  

(2.4.3) 

Substituting f(x) and F(x) values given in this equation (2.4.1) and (2.3.1) in the equation 

(2.4.2). we get the probability density function of the eQ order statistitics is M 

Case (ii): For A < p 

For A<x<O 

For O-zxcm 

The probability density function of the k t  order statistics in obtahed by eubstitudng 

s = 1 in the equation (2.4.3) 

Hcnce, Case (i): For A 2 p 

For A c x t O  



For O < x t a o  

The probability density function of the first order statistics is obtained by substituting 

s = 1 in the oquation (2.4.4) 

Hence, Case (ii): For A c p 

For A x x t O  

For O c x c o o  

(2.4.5) 

The probability dawity W o n  of the n* o& atatisti- b obtrriaod by subditrding 

s = n in equation (2.4.3) 

Case (i): For A 2 p 

For A < x c O  



For O < x < m  

The probability density hction o f  the n" d a r  statistics is obtained by substituting 

s = n in equation (2.4.4) 

Case (ii): For A c p 

For A < x c O  

For O < x < a ,  

The gh moment of 9th order statistics is - 



n + l  
Let n be odd. The distribution of the median is obtained by substituting ' * - 2 in 

aquation (2.4.3) and equation (2.4.4). 

F o r A < x < O  



(2.4.9) 

Jdnt Momemb of Order Ststistks 

The joint pmbabdity W t y  funaim of tho orda mtbtia X, and X,, . ses' 
as gim by [DAVID (1981)l is 



and F(x) is the cumulative density function o f  the left bruncatsd t h e  pvrrmsbsr 

generalized Gaussian distribution. 

Following the heuristic arguments o f  Balakrishna and Kocharlakota (1985) and 

considering 

For A 2 p 

For A < /I 

We can express the joint probability density function of X,, and X,.. aa 

The region Q(x, y ) :  A < x < y < -} can be split in to three mutually axclusivs regions: 

4 = { ( X , ~ ) : A < X < ~ < O )  

R, = ( ( X , ~ ) : O < X < ~ < - )  

R, = { ( X , ~ ) : A < ~ < O , O < ~  (00) 

With this splitting of the region the product mcnnents can be obtained as 



Substituting (2.4.13) in equation (2.4.12), we get 

These distributions and moments of the order statistitics are very useful in obtaining the 

optimal estimatom for the scale and location paramatars. 



25.  INFERENTIAL ASPECTS OF THE LEm TRUNCATED THREE 
PARAMETER GENERALIZED GAUSSIAN DISTRIBUTION 

Method of Momenta 

In this method, the theoretical moments of the population and the slrmple 

moments are equated correspondingly to deduce the estimators of the pammetm. 

Let x,,x, ,... x, be a sample of size n drawn from a population ha* the 

probability density function of the form given in equation (2.4. I), we have 

This distribution is having threc paremeters p, a and $. Hence we equate the ht 

three moments of the population and the sample, which leads to the following quatiom. 



for A c p  

for A 2 , u  

For given values of A, solving the above equations (2.5.1), (2.5.2) and (2.5.3) 

simultaneously by using Newtons-Raphson method, we can obtain the clstimatorn for the 

parameters p, a and l3. 

Sample mean X is an unbiased estimator for the parameter p. 

Variance of X is 



for A L P  

Maximum Likelihood Method of Estimation 

Case (i): For A 2 p 

Let x,,x,, ... x, be a sample of size n drawn from a population having the 

probability density function of the fbrm is given in equation (2.2.4), then the likelihood 

function of the sample is 

Taking logarithms on both sides of (2.5.5), we get 

Since, Log L is not differentiable with respect to $ for all values in the range/? > 0 , we 

obtain the estimate of using the moment method of atitnation in the oquation (2.5.3). 

For obtaining the maximum likelihood estimate of p, we diffcccatiate Log L with 

to p and equate it to zao, But in equation (2.5.6) the function Log L is 

differentiable with respect to )I only when B is even. But in the cape when 8 is odd we 
obtain the maximum likelihood estimatm in case of L e p l a ~  distribution r[l(aynss 



(191 1)) i.e., when fi is odd, we frnd p which maximizes log L. From equation (2.5.6) log 

L is maximum if " l,vr is minimum when is odd. The hnrtim 
C I  M 

minimum only when p is the median. Therefore the MLE of p is the madian of the 
distribution when f3 is odd. In case of $ being even, we differentiate Log L with resped to 

p and equate it to zero. This implies 

Equating to zao, we get 
aF 

To derive maximum likelihood estimator of a, consider tho derivative by L with nspect 

to a and equate it to zero. This implies 

Equating * to zao, we get 
aa 

Solving the equations (2.5.3), (2.5.7) sod (2.5.8) simultaneously for p, a and p. 
Using numerical methods l i b  Newton Raphson's metho& we can obtain the maximum 

likelihood estimatom of the m e  p, a and $. 



Case (U): For A < p 

Let x,,x,, ... x, be a sample of size n drawn fbm a population having the 

probability density function of the fonn is given in equation (2.2.3), then the likelihood 

function of the sample is 

Taking logarithms on both sides of (2.5.9), we get 

Since, Log L is not differentiable with respect to i3 for all values in the range f l >  0 , we 
obtain the estimate of f3 using the moment method of astimation in the equation (2.5.3). 

For obtaining the maximum likelihood estimate of p, we differentiate Log L with 

respect to p and equate it to zero. But in quation (2.5.10) the fimction Log L is 
differentiable with respect to p only when $ is even. But in the case when is odd we 

obtain the maximum likelihood estimator as in case of Laplaca distribution (Keynsp 

(191 1)) i.e., when fl is odd, we find p which maximizes Log L. From eq. (2.5.6.a) log L ir 1-r is minimum when $ is odd. Tbe function maximum if 
I-I 

minimum only when p is the median. Thadbre the MLE of p is the median of the 

distribution when $ is odd. In case of being even, we differentiate Log L with mqcct to 

p and equate it to zero. This implies 

aLQgL -sg -- H flH 13' 
ap a,., x,-P a A-CI ( a I--( a )(+)+x+*l+r) 

aLogL 
-wing - to zero, we get a~ 
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To derive maximum likelihood estimator of a, consider the derivative of Log L with 

respect to a and equate it to zero. This implies 

Equating 3 to zero, we get aa 

Solving the equations (2.5.3), (2.5.1 1) and (2.5.12) simultaneously for p, a and 6. 
Using numerical methods like Newton Raphson's method, we can obtain the maximum 

likelihood estimators of the parameters p, a and B. 

APPLICATION 

The proposed left truncated Generalized Gaussian Distribution (OaD) b having 

several applications in analyzing the data sets &rising at quality control, Industrid 

experiments, Agricultural experiments and man power modeling. As an illustration 

consider the fitting of a left truncated GGD to the data on length of fish. The data on 

length of fish of catch is given in Table 1. Fnnn this data we o b m a d  that the lQleth of 

fish is a non negative rendom variable. Hence, we consider the lea truncation point ir 

m. BY essuming that the variate under study followa a Id t  truncated aOD of the form 

with the probability damity function giv- in Section 2 .ad solving the aquationa of 

-im- likelihood estbabf~  using Mathcad, we obtained thc eobImatar of tha 

m- esp=4.sS,di=3.42, B = 3 . 0 .  Tbcgtimated h ~ n ~ h a r o b  dvun in 



Table 1. Using 2' test f i r  goodness of fit of the distribution, the calculated 2' valuca is 

0.6563, at 5% level of significance, Comparing the calculated 2' value with the critical 

value of 2' =9.488 with 4 degrees of freedom at 5% level of significance we observed 

that the data gives a good fit to the left truncated generalized Gaussian distribution. 

TABLE 1 

Observed and Expected Frequencies of EYIb Length 

CONCLUSION 

In this chapter, we have introduced a left truncated generalized Gaussian 

distribution. GGD has lot of applications in analyzing several data sets as .a altanative 

to the Gaussian distribution where the variable under shdy is lopty or platy or rn- 

kurtic and symmetric. A left truncated GGD includes OOD aa limiting case as whon the 

truncated point tends to infinite. The various distributional propaties wrch ur distribution 

function, moments, hazard function, and survival function am derived. It is obesrwd that 

the hazard function is sometimes inneases and duxeasca depending upon the tnmcaticm 

parameter. It also includes a J-type distribution whar the truncation point is than 

its location parameter. The order statistics of the variate under study rre also ddvod. The 

joint moments of the order statistics are obtainad. The mahod of obtrrining 

likelihood estimators of the m m  using Mathcad is m d  The uymgtotic 
properties of the estimators are studid. The utility of ths *'bdioil for fi- drda 

on length of fish is given. This distribution is u d i d  for dm S C V ~  drta a fn 
scjc,lces, fimme, quality control and agcicul- ex-. The Mhurr 



of the cumulative distribution function of the proposed left tnmcated GGD an usefhl tbt 

fhther statistical inferences. It is also possible to obtain other hikential aspads such as 

testing of hypothesis. 

Annex - I 

Standard table for a left truncated genenllzed Causalan distribution 

@=O, a=l, p 2 ,  A- - 4) 




