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Abstract

We study the effect of particle interaction models on the theoretical estimates of atmospheric antiproton flux by comparing the BESS observations of antiproton spectra with the spectra obtained by means of a full three dimensional Monte Carlo simulation program. For such a purpose, we use two popular microscopic interaction models, namely FLUKA and UrQMD, to simulate antiproton spectra at multiple observation levels. In this article, we further compare the atmospheric antiproton fluxes predicted by a few popular microscopic high energy particle interaction models with each other to get an idea about the influence of such models at energies beyond the BESS upper cutoff up to about 100 GeV. We find that the simulated antiproton flux has strong dependence on the choice of interaction models. The present analysis seems to further indicate that the theoretical prediction of galactic antiproton spectrum may be uncertain by an appreciable amount due to our limited knowledge of particle interaction characteristics.

1. Introduction

Antiprotons ($\bar{p}$) in cosmic rays are supposed to provide information on the sources of cosmic rays and their propagation in the Galaxy as well as the matter–antimatter asymmetry of the local universe [62]. They are also believed to play crucial role in indirect dark matter search [23,53,56]. Primary $p$ may as well be produced from the evaporation of primordial black holes (PBH) [47,57]. Observations of $p$ spectrum with appropriate features may, therefore, be considered for probing into the possible signatures of the PBH.

Recently, the PAMELA instruments attached to the Russian Resurs-DK1 satellite have made a precise measurement of $p$ spectrum in the energy range from 60 MeV to 180 GeV[6,8]. Comparison with several theoretical estimates [32,66,75] seems to support the view that the PAMELA $p$ spectrum is consistent with a scenario of pure secondary production of $p$ via cosmic ray interactions in the interstellar medium (ISM) [6,8].

An accurate estimation of the secondary antiproton flux is, however, a difficult task. This is because of the fact that such an estimate requires precise knowledge of three factors, namely, the detailed features of cosmic ray propagation in the Galaxy, the characteristics of high energy particle interactions and the effect of solar modulation on the cosmic rays. While we have a reasonable understanding of the solar modulation effect, major uncertainties in the predicted flux still arise from our incomplete knowledge of cosmic ray propagation and the high energy particle interactions.

Over the past few years, the BESS experiments have reported the results of the precise measurements of atmospheric $p$ spectra in an energy range 0.2–3.4 GeV at three observation levels, namely, the balloon altitude, mountain altitude and the sea level [72,84]. It is interesting to note that the cosmic rays traverse a depth (5–6 g cm$^{-2}$) of matter in the Galaxy that is close to the average atmospheric depth (10.7 g cm$^{-2}$) of the BESS-2001 balloon observation at the location of Ft. Sumner, USA [84]. As the $p$ production mechanism in the atmosphere is likely to be similar to that in the Galaxy, a study of such atmospheric $p$ at balloon altitude would possibly provide us with an opportunity to quantify the uncertainty in the theoretical estimate of interstellar $p$ flux that may be caused by our limited knowledge of high energy particle interactions.

A good knowledge of particle interactions in the energy range from sub-GeV to about 100 GeV is required to understand the production and transport of the BESS-detected atmospheric $p$ with their energies in the range between 0.2 GeV to a few GeV. Due to the steeply falling energy spectra of the primary cosmic rays, the contribution of primary particles with energies above 80 GeV/n to such BESS-observed atmospheric $p$ spectrum has been recently detailed.
found to be insignificant [24]. GHEISHA (version 2002d) [40], UrQMD (version 1.3) [20,25] and FLUKA (version 2008.3b) [21,39] are among the most popular models for describing particle interactions in the relevant energy range. Such models are useful for the study of the development of cosmic ray cascades in the atmosphere. Among the three models mentioned above, GHEISHA is based on the parametrization of accelerator data, while UrQMD and FLUKA describe particle interactions microscopically.

The purpose of the present work is to study the influence of high energy particle interaction models on the atmospheric p spectra through the three dimensional Monte Carlo (MC) simulation methods. For such a purpose, we first simulate the atmospheric p spectra at multiple observation levels by using FLUKA and UrQMD models and then compare such simulated spectra with the BESS observations. The interaction model GHEISHA is not considered here (except in Fig. 3(b)) as the model is known to have shortcomings in describing fixed target accelerator data as well as the atmospheric cosmic ray data [24,34,49]. The present study is also prompted by the recently reported fact [24] that the BESS-measured atmospheric p flux at mountain altitude [72] is substantially less than the simulated flux obtained from FLUKA, while the flux obtained from UrQMD is consistent with experimental measurements. It is important to know whether such a discrepancy between the simulated and the experimental fluxes persists even at a very high (balloon) altitude or at the sea level. Such a study may have important bearing on our understanding of the reasons behind the disagreement between the FLUKA-derived results and the BESS measurements.

We here note that several MC simulations [18,36,51,77,78], relying mostly on phenomenological description of high energy particle interactions, have been carried out in the past to study the atmospheric p spectra. Such an approach does not usually satisfy many of the conservation laws in a single hadronic interaction and also suffers from various other inconsistencies (see, for instance, [27]). Besides, an understanding of the atmospheric p production also requires a good estimation of cosmic ray secondaries (mostly protons) in the atmosphere that was not considered in many of such earlier studies. In the present study, we further take the residual effect of the galactic p flux at the observation level into consideration that was mostly ignored in the calculations mentioned above.

The BESS-measured p spectra are limited to 3.4 GeV that corresponds to the mean vertical geomagnetic cutoff in the atmosphere at Ft. Sumner, USA. A simulation study of atmospheric p at very high altitude, that corresponds with the BESS observations at Ft. Sumner, is therefore relevant only for the low energy end of the galactic p spectrum measured by the PAMELA experiment [6,8]. To simulate the atmospheric p flux up to about 100 GeV, a good understanding of particle interactions up to at least a few hundred GeV is necessary. Due to the paucity of experimental data [35] on the inclusive p production and annihilation cross sections over the whole kinematic region in hadron–hadron, hadron–nucleus and nucleus–nucleus collisions in the stated energy range, one has to strongly rely on various theoretical models of particle interactions. In the absence of experimental data, we here compare the predictions of the well known high energy interaction models QGSJet (version 01c) [55], VENUS (version 4.12) [82], NEXUS (version 3.97) [33,67] and EPOS (version 1.6) [83], each in combination with FLUKA (version 2008.3b) for the description of hadronic interactions below 80 GeV/n, to get some idea about the theoretical uncertainties in the predicted p flux at energies beyond the upper cutoff for the BESS-2001 balloon experiment, i.e., over an energy range of about 3–100 GeV.

In a recent work [24], we found that the atmospheric proton spectrum, as measured by the BESS detector at mountain altitude [72], may be reasonably described by the FLUKA model; whereas, the model UrQMD works well at relatively higher energies. Such a proton flux deep in the atmosphere results from the production of protons in the interactions of primary/secondary cosmic rays with air nuclei as well as the absorption of such protons during their propagation through the Earth’s atmosphere. Secondary proton spectrum at very high altitude, on the other hand, is likely to contain cleaner information on proton production alone. As the major fraction of such secondary protons arises from hadronic interactions in the forward kinematic region, a study of such proton spectra at very high altitude is likely to provide us with an opportunity to investigate particle production in the forward region. As a continuation of our study in [24], we therefore examine the dependence of atmospheric proton flux at balloon altitude on various hadronic interaction models in this article apart from the study of such a dependence on the atmospheric p spectrum as is already mentioned in the previous paragraphs.

Apart from the ambiguity in high energy particle interactions, a dominant systematic error in evaluating the flux of cosmic ray secondaries arises from the uncertainties involved in the estimation of input fluxes of primary cosmic rays. To minimize such uncertainties, spectra of different primary particles measured by the BESS-98 experiment [71] are used as the inputs in our simulations such that the systematic errors in the calculation of atmospheric fluxes are nearly eliminated as we compare with the BESS experimental fluxes of atmospheric protons/antiprotons at different altitudes.

The plan of the article is outlined as in the following. In the next section, we briefly describe the production mechanisms of p in high energy collisions and the ways in which different models implement such mechanisms. In Section 3, we give a brief description of the adapted simulation technique. In Section 4, we present the results of our MC simulations. Summary and discussion are presented in Section 5.

2. Production and transport of antiprotons in the atmosphere

2.1. General aspects

Antiproton flux in the atmosphere relies mainly on two factors, namely, the inclusive p production cross section in cosmic ray–air nuclei collisions and the propagation of p in the atmosphere. The latter factor also includes ionization energy loss, loss of p due to annihilation and other interactions.

Antiprotons are produced in the atmosphere in high energy interactions of primary and secondary cosmic ray hadrons/nuclei with air nuclei. A typical example could be the interaction 

\[ p + N \rightarrow p + p + p + N \]

with N representing a nucleon. The threshold proton energy for such interaction is about 6.6 GeV in the rest frame of the target nucleon. In addition to the above interactions, meson–nucleon interactions may also lead to the excitation of color flux tubes and their subsequent decay into baryon–antibaryon pairs.

The final state in high energy hadron–nucleon collisions often consists of many particles. Basic reaction for the production of p is, therefore, the inclusive 

\[ N + N \rightarrow p + \text{anything} \]

and the inclusive p production cross section is one of the main ingredients for the calculation of atmospheric p flux. Such p production is likely to take place in the central kinematic region rather than the fragmentation region. Antibaryon absorption can also be important in the case of massive nuclear collisions. The p mean multiplicity is the other main input for the p production spectrum. For propagation of p through the atmosphere, the annihilation cross-section of p due to its collisions on light nuclei (N and O) are of primary importance.

In the instant case, several p production cross-section data on the collisions of proton with various fixed target nuclei in the
(laboratory) energy range of a few GeV to about 400 GeV are available. A complete data set is, however, available for $p$, $\pi$, and $K$ projectiles at 100 GeV (lab) energy on $p$, $\rm{C, Cu, Sn and Pb}$ targets where the momenta of the secondary antiprotons are measured [19]. Apart from such data, some measurements on the $pp$ and $p\rm{C}$ collisions in the sub-GeV to hundreds of GeV energy range are also available [1,9,30,52,79]. A semi-phenomenological fit to such data can, therefore, be employed for the calculation of atmospheric $p$ flux with some level of accuracy and this has been a popular approach [17,28,76–78] for more than 25 years.

A precise estimation of the atmospheric $p$ flux additionally requires reliable estimates for the secondary cosmic ray flux that may, in turn, produce further $p$ by colliding with air nuclei. Tertiary $p$s (arising from inelastically scattered secondaries) also contribute at low energies. One needs to further consider the residual galactic component of $p$ in the case of very high (balloon) altitude.

### 2.2. Importance of high energy interaction models

Computation of hadron production, particularly at low transverse momenta, is not yet possible from first principles within quantum chromodynamics (QCD). One, therefore, relies on phenomenological models that are appropriately tuned to match with the prevailing experimental data. Even a parametrization of such models may be difficult as the accelerator data for the relevant target-projectile combinations covering the whole kinematic region are not available. Experimental data on hadron–hadron interactions in the forward kinematic region at high energies and the data on hadron–nucleus and nucleus–nucleus interactions at all energies covering the whole kinematic range are particularly scarce. One has to resort to theoretical models of particle interactions in such cases. Microscopic models are preferred over the parameterized inclusive models in view of the preservation of correlations such that the basic conservation laws are maintained at every single interaction level. Moreover, such microscopic models have predictive power in the regions in which experimental data are not available.

Hadronic interactions are well described by resonance production and subsequent resonance decay near the particle production threshold; whereas, such particle production scenario becomes too complex at higher ($E_{\text{lab}} > 5$ GeV) energies. In the latter situation, most of the particles are produced with low transverse momenta and, therefore, along the projectile direction so that a very large number of resonances of very short lifetimes have to be considered to describe particle production that may not be possible in practice. Such a difficulty gives rise to a number of attempts to develop various hadronic interaction models. Among such models, the string-based phenomenological models such as the Quark-Gluon Strings (QGS) model [54] and the Dual Parton Model (DPM) [29] are of particular interest as they are found to describe particle production at high energies reasonably well.

### 2.3. Outline of various particle interaction models

The interaction model FLUKA [21,39] employs resonance superposition from threshold to about 5 GeV but incorporates the two-strings interaction model (DPM) at higher energies. In this model, the resonance energies, widths, cross sections and the branching ratios are extracted from data and from the conservation laws by making explicit use of the spin and isospin relations. For high energy hadron–nucleus interactions, the model exploits the Glauber–Gribov cascade [44,45]; whereas, it uses the pre-equilibrium–cascade model PEANUT [37,38] below about 5 GeV. The nucleus–nucleus interactions above a few GeV/n are treated in FLUKA (version 2008.3b) by interfacing with the DPMJET-III [69] model.

The UrQMD (Ultra-relativistic Quantum Molecular Dynamics, version 1.3) model [25] was originally designed for simulating the relativistic heavy ion collisions in the (center of mass) energy range from around 1 AGeV to a few hundred AGeV for the RHIC experiment. This particular model inherits the basic treatment of the baryonic equation of motion in quantum molecular dynamic approach and describes the phenomenology of hadronic interactions at low to intermediate energies in terms of the interactions between known hadrons and their resonances. The model does not use an intrinsic cross section calculation. Instead, the projectile is allowed to hit a sufficiently large disk involving maximum collision parameters as a result of which the program consumes rather long a CPU time. We may add here that both UrQMD and FLUKA describe the fixed-target data reasonably well.

In the string-based models, the high energy nucleonic interactions lead to the excitation of color flux tubes. Antiprotons are produced via the decay of such color flux tubes and also in antiresonance decays; whereas, the $p$ annihilation is modeled via the annihilation of quark-antiquark pairs and the formation and subsequent decay of two color flux tubes with baryon number zero. The annihilation of baryon–antibaryon pairs proceeds in UrQMD according to rearrangement diagrams. Here, the formation of two $q\bar{q}$-strings of equal energies in the c.m. system is assumed, while the remaining constituent quarks are rearranged into newly produced hadrons.

At higher energies, the interactions of nucleons and nuclei are calculated on the basis of the Gribov–Regge theory [43] that describes the observed rise of cross-sections at high energies as a consequence of the exchange of multiple supercritical Pomerons [16]. All observed scattering processes are successfully described with the Gribov–Regge theory-based interaction models used for cosmic rays include the QGSJET 01c [55], VENUS 4.12 [82], DPMJET-III [69], NEXUS 3.97 [33,67] and the EPOS 1.6 [83] models. Such different models in this class differ from each other in the details concerning the precise formulation of string formation and decay, treatment of the remnants, etc.

Being based on the quark-gluon string description of high energy interactions, the QGSJET model treats the hadronic and nuclear collisions in the framework of Gribov's Reggeon approach [44] as the multiple scattering processes. The individual scattering contributions are phenomenologically described in this model as Pomeron exchanges. The VENUS model considers color exchange between the quarks as well as the antiquarks. In this model, an individual collision leads to color exchanges between the quarks and between the antiquarks with such color rearrangements being the origin of color string formation. After all the strings have been formed due to color exchanges, they are fragmented into the observable hadrons by using an iterative fragmentation cascade. The fragmentation is assumed to be the same as in lepton scattering. Which nucleons from the projectile and the target nuclei collide with each other is determined from geometrical considerations.

While none of the mentioned models violates important theoretical principles, NEXUS and EPOS are the only models in which the theoretically predicted energy–momentum sharing between the hadron constituents is consistently implemented in the construction of scattering amplitudes. Being based on partons and strings, the NEXUS 3.97 [67] and the EPOS 1.6 [83] models employ the multiple scattering approach through a “three object picture” – a parton ladder between two interacting partons, one of which is from the projectile and the other is from the target, along with two excited colorless remnants formed by the spectator partons of the projectile and the target nucleons. The parton ladder describes successive parton emission through the soft and the hard interactions with the soft interaction being described by the traditional soft Pomeron exchange; whereas, the hard interaction is
realized through perturbative QCD within the concept of the semi-hard Pomeron. According to the number of quarks and antiquarks, to the phase space and to an excitation probability, a remnant decays into mesons, baryons and antibaryons [60]. The remnants produce particles mostly at large rapidities whereas the parton ladders emit particles mainly at central rapidities. Such “three object picture” of the parton-ladder and the two remnants solve the multistrange problem of conventional high energy models [26].

To implement energy conserving multiple scattering, these models consider both the open parton ladders as well as the closed parton ladders. Although the parton ladders of the latter category do not contribute to particle production, they nevertheless play a crucial role in the calculation of partial cross sections through interfering contributions. The NEXUS/EPOS models use relativistic string approach to obtain observable hadrons from partons via two steps, namely, the formation of strings from the partons and then the string fragmentation into hadrons.

Being the successor to NEXUS, EPOS has adopted some additional aspects such as the nuclear effects related to Cronin transverse momentum broadening, parton saturation and screening. The model also puts special emphasis on high parton densities. The particle production scenario is expected to be very different depending on whether the interaction is with a peripheral nucleon or with a nucleon from the high density central part. This aspect has been accomplished in EPOS by allowing splitting (as well as merging) of parton ladders based on an effective treatment of lowest order Pomeron–Pomeron interaction graphs with the corresponding parameters being adjusted from the comparison with RHIC data.

In the case of meson projectile, the EPOS model leads to an increase of baryon and antibaryon production in the forward direction in agreement with the low energy pion-nucleus data [19]. In fact, the EPOS model seems to be the only model used both for EAS simulations and accelerator physics that is able to reproduce almost all the experimental data from 100 GeV lab to 1.8 TeV center of mass energy, including antibaryons, multistrange particles, ratios and p, distributions.

3. Implementation of the simulations

In the present work, we generate atmospheric cosmic ray proton and antiproton spectra by employing the interaction models FLUKA 2008.3b and UrQMD 1.3 in the framework of the cosmic ray EAS simulation code CORSIKA (version 6.735) [48]. Following the default settings of the CORSIKA code, FLUKA and UrQMD have been used up to 80 GeV/n, while the model QGSJET 01c has been used above such energy threshold. As mentioned in Section 1, we also use the high energy interaction models VENUS 4.12, NEXUS 3.97 and EPOS 1.6, each in combination with the FLUKA model, to compare various theoretical estimates of the atmospheric p flux at energies beyond the BESS upper cutoff up to about 100 GeV.

Other considerations/settings used in this work are briefly described in the following.

3.1. The primary spectra

Uncertainties in the determination of primary cosmic ray flux have been substantially reduced in recent years due to the precise measurements of such flux by the BESS-98 [71], BESS-TeV [46] and the AMS [10,11] experiments. The observed total primary nucleon flux below 100 GeV/n is found to agree within an accuracy of 4.0% in the above three experiments [41,73]. For such a reason, and considering the fact that we would compare our results with the BESS observations, we choose the BESS-98 spectra as the input primary spectra in our simulations while extending the maximum (kinetic + rest-mass) energy of the primary particles up to 1 PeV/n. For reproducing the BESS-observed primary spectra in CORSIKA, the effect of solar modulation on the spectra has been handled by using the force field approximation [42,61] in which the primary particle flux is expressed in terms of a time dependent solar modulation potential $\phi(t)$ that takes on different values for different epochs of solar activity [80]. For the BESS balloon-borne measurements of the atmospheric proton and antiproton fluxes in September 2001 at Ft. Sumner, USA [3,4,84], the primary cosmic ray spectra are generated by taking a solar modulation potential $\phi = 891$ MV [80] into account. Again, for the BESS sea-level measurements of the antiproton fluxes [84] at Tsukuba, Japan during 6th–11th May and 7th–13th December 1997, we consider $\phi = 410$ MV [80] as the mean value of the solar modulation potential.

3.2. The geomagnetic rigidity cutoff

The geomagnetic rigidity cutoff calculations have been performed by using the (back) trajectory-tracing technique [74]. The quiescent International Geomagnetic Reference Field (IGRF) model of 1995 [70] for the Earth’s magnetic field has been used for such calculations. Both the umbra and the penumbra regions in the rigidity range of a primary particle in any particular direction have been taken into consideration [24] in our treatment of the rigidity cutoff. In Fig. 1, we display the values of the mean geomagnetic rigidity cutoff for the primary cosmic ray particles entering the atmosphere at the location of Ft. Sumner from various directions as an example of our rigidity calculations. Such cutoff calculations are used in the simulations to modify the primary cosmic ray spectra obtained from CORSIKA, although the calculation of the reentrant albedo cosmic ray flux is not incorporated in the present simulations; see Section 5.

3.3. Other settings

The fluxes of cosmic ray particles also depend on the atmospheric density profile. Such a density profile, in turn, has latitudinal and seasonal variations. The effect of such variations on the atmospheric cosmic ray spectra is, however, expected to be small, particularly in the case of very high altitude observations. We, therefore, consider the US-standard atmospheric model [59] with a planar approximation in the present work.

Proton, helium and the heavier nuclei up to iron are considered here as the primary cosmic ray particles. Instead of taking each of the elements individually, the primary nuclei heavier than helium are taken in three separate groups, namely, medium (5 < Z < 10, $A \approx 14$), heavy (11 < Z < 20, $A \approx 24$) and very heavy (21 < Z < 30, $A \approx 56$) nuclei respectively [24]. The spectra for such groups are taken from the compilation of Ref. [81]. The sum of the fluxes of individual elements in a group is taken as the flux of that particular group and the weighted average value of the power indices of such individual elements is taken as the power index of the group [24].

Particular care should, however, be taken for the simulation of atmospheric antiproton flux at a very high altitude. Such atmospheric antiprotons may, in fact, have significant contribution from the residual galactic ps arriving at the observation level. In this work, we generate a secondary $\bar{p}$ spectrum by combining the simulation-generated (and normalized to the BESS-98 spectrum) primary proton spectrum with the recent measurement of antiproton to proton flux ratio obtained in the PAMELA experiment [6]. The resultant secondary $\bar{p}$ spectrum, adjusted for the location of Ft. Sumner and for a solar modulation potential appropriate for the BESS-2001 experiment, is considered along with the usual primary cosmic ray particles as the inputs in the simulations. However, the integrated secondary $\bar{p}$ flux is found to be only about $1.4 \times 10^{-4}$ times the integrated primary proton flux in our
about 0.3 GeV, the differential flux initially decreases thus attaining a minimum value at about 2.5 GeV. Such a minimum is followed by an increase in flux up to a maximum at around 3.4 GeV above which the flux decreases again. Above about 2.5 GeV, bulk of the contribution to the observed flux is from primary protons with the peak being due to the geomagnetic cutoff effect. Below 2.5 GeV, the observed spectrum is due to secondary protons produced by the interaction of primary cosmic rays with atmospheric nuclei.

In Fig. 2, we find that the spectra derived from FLUKA and UrQMD models have features similar to those in the measured spectra. Both the models, however, yield fluxes that are lower than the measured values particularly at energies below 1.0 GeV. We also note that the simulated results match better with the measurements at 26.4 g cm$^{-2}$ in Fig. 2(b) than at 10.5 g cm$^{-2}$ in Fig. 2(a).

Fig. 2 shows an additional peak in the UrQMD-derived spectrum at about 1.4 GeV. In this context, we note that the kinetic energy corresponding to the mean vertical geomagnetic rigidity cutoff at Ft. Sumner [84] is also about 1.4 GeV/n for the threshold primary helium nuclei. To investigate if the anomalous peak in the UrQMD-derived flux in Fig. 2 is due to such primary $\pi$ particles, we plot the separate contributions of (a) primary proton and (b) primary $\pi$ components to the secondary proton flux in Fig. 3(a) and (b) at an atmospheric depth 10.5 g cm$^{-2}$ at the location of Ft. Sumner. It is clear from this figure that the additional peak in UrQMD in Fig. 2 is indeed contributed by the primary helium nuclei. To check if there is any error in our simulations, we also compute the secondary proton flux from primary $\pi$ particles in Fig. 3(b) by using the GHEISHA model. We find no additional peak in the GHEISHA model, the result of which is consistent with the FLUKA result. Fig. 3 thus seems to suggest that the fragmentation channel for quasi-elastic interactions between helium and air nuclei is overestimated in the UrQMD model. Such a finding is somewhat unexpected as the UrQMD model was primarily developed to address the nucleus–nucleus interactions and the model is known to well-reproduce the accelerator data. Further study on the stated feature in UrQMD seems, therefore, to be necessary. In Fig. 2, we also note that the results simulated with FLUKA and UrQMD models show very close agreement with each other at low energies, below about 1.0 GeV.

Fig. 4 shows the simulated atmospheric $p$ fluxes in comparison with the BESS-measurements at balloon altitude, at mountain altitude and at the sea-level. The bandwidth of each of the bands simulations. We have checked that such interstellar $p$ flux, in fact, have negligible effects on the generated atmospheric antiprotons within the energy range considered by the BESS experiments and even beyond.

Note that the fluxes of atmospheric shower particles obtained by using CORSIKA have statistical as well as systematic errors. In the present work, nearly $4 \times 10^7$ events have been generated in each of our simulations for the estimation of the fluxes of atmospheric shower particles, the results of which are presented in the following.

4. Simulated results and comparison with observations

The BESS-2001 experiment [3] is a balloon-borne experiment that was carried out in September 2001 at Ft. Sumner, USA. It consisted of a high resolution spectrometer with a large acceptance capable of performing precise measurements of absolute fluxes of various cosmic rays and their dependence on the atmospheric depth. The secondary proton and helium spectra in an energy range 0.5–10.0 GeV/n and the atmospheric muon spectra in a momentum range 0.5–10.0 GeV/c were measured at atmospheric depths ranging from 4.5 to 28.0 g cm$^{-2}$ during the slow descending period of the balloon flight [3,4]. Atmospheric antiproton flux was also measured in the energy range 0.2–3.4 GeV and, reportedly, at a mean atmospheric depth 10.7 g cm$^{-2}$ [84]. The zenith angle $\theta_z$ of the BESS-2001 measurements was limited to $\cos \theta_z \geq 0.9$ to obtain nearly vertical fluxes of atmospheric particles [3].

Fig. 2 depicts the simulated atmospheric proton flux at the location of Ft. Sumner at the atmospheric depths (a) 10.5 g cm$^{-2}$ and (b) 26.4 g cm$^{-2}$. Corresponding BESS-measurements [3,4] are also shown in the figure. We note that the statistical errors in the simulated spectra are quite small and fall within the widths of the representing lines in Fig. 2.

The BESS-2001-observed proton spectra in Fig. 2 show the following characteristic features. With the increase of energy from about 0.3 GeV, the differential flux initially decreases thus attaining a mean atmospheric depth 994.0 g cm$^{-2}$ during the 6th–11th May and 7th–13th December 1997 at a mean atmospheric depth 994.0 g cm$^{-2}$ in the energy range 0.2–3.4 GeV [84]. The zenith angle $\theta_z$ of the BESS-2001 measurements was limited to $\cos \theta_z \geq 0.9$ to obtain nearly vertical fluxes of atmospheric particles [3].

The BeSS experiment also measured the sea-level antiproton flux at KEK, Tsukuba during 6th–11th May and 7th–13th December 1997 at a mean atmospheric depth 994.0 g cm$^{-2}$ during the slow descending period of the balloon flight [3,4]. Atmospheric antiproton flux was also measured in the energy range 0.2–3.4 GeV and, reportedly, at a mean atmospheric depth 10.7 g cm$^{-2}$ [84]. The zenith angle $\theta_z$ of the BESS-2001 measurements was limited to $\cos \theta_z \geq 0.9$ to obtain nearly vertical fluxes of atmospheric particles [3].

The BeSS experiment also measured the sea-level antiproton flux at Ft. Sumner [84] is also about 1.4 GeV/n for the threshold primary helium nuclei. To investigate if the anomalous peak in the UrQMD-derived flux in Fig. 2 is due to such primary $\pi$ particles, we plot the separate contributions of (a) primary proton and (b) primary $\pi$ components to the secondary proton flux in Fig. 3(a) and (b) at an atmospheric depth 10.5 g cm$^{-2}$ at the location of Ft. Sumner. It is clear from this figure that the additional peak in UrQMD in Fig. 2 is indeed contributed by the primary helium nuclei. To check if there is any error in our simulations, we also compute the secondary proton flux from primary $\pi$ particles in Fig. 3(b) by using the GHEISHA model. We find no additional peak in the GHEISHA model, the result of which is consistent with the FLUKA result. Fig. 3 thus seems to suggest that the fragmentation channel for quasi-elastic interactions between helium and air nuclei is overestimated in the UrQMD model. Such a finding is somewhat unexpected as the UrQMD model was primarily developed to address the nucleus–nucleus interactions and the model is known to well-reproduce the accelerator data. Further study on the stated feature in UrQMD seems, therefore, to be necessary. In Fig. 2, we also note that the results simulated with FLUKA and UrQMD models show very close agreement with each other at low energies, below about 1.0 GeV.

Fig. 4 shows the simulated atmospheric $p$ fluxes in comparison with the BESS-measurements at balloon altitude, at mountain altitude and at the sea-level. The bandwidth of each of the bands...
displayed in this diagram represents the magnitude of statistical error in the simulations.

At mountain altitude and at the sea-level, the p fluxes generated by UrQMD are found to be consistent with the BESS measurements within error bars. Such UrQMD-derived fluxes are, however, higher than the measured values at very high altitude. On the other hand, the FLUKA-generated fluxes are consistently higher than the measured values at all the atmospheric depths. The disagreement between the FLUKA-derived p spectra and the BESS observations is maximum at very high altitude and minimum at the sea level.

The results of our simulation for antiproton flux up to about 100 GeV at an atmospheric depth 10.7 g cm$^{-2}$ is displayed in Fig. 5. To minimize statistical fluctuations, 40–50 million events are generated to obtain the flux from each model in this figure. The BESS measurements at Ft. Sumner [84] are also given for comparison.

The stated combinations of models will give nearly the same flux at such higher energies.

To probe further into the situations at energies ranging roughly from about 10 GeV to 100 GeV, we simulate additional sets of data by replacing QGSJET by VENUS, NEXUS and EPOS interaction models to describe particle interactions above 80 GeV/n, while continuing with FLUKA below 80 GeV/n. The spectra obtained from such combinations are also shown in Fig. 5. In the absence of any experimental data, we could not judge the merit of the VENUS, NEXUS or the EPOS model over the QGSJET model as far as the $\bar{p}$ production in the atmosphere is concerned. It is, however, clear from the comparison of $\bar{p}$ fluxes in Fig. 5 that the theoretically predicted antiproton flux has strong dependence on high energy interaction models over the energy range considered here.

A characteristic feature of the atmospheric antiproton spectrum is that it peaks at around 2 GeV, decreasing rapidly towards lower energies, that is reflected in the simulated spectra as displayed in Fig. 5. Such a feature is not clearly visible in the BESS atmospheric observations because of the limited energy range of the experimental spectra.

To quantify the uncertainties in the theoretical $p$ fluxes to a certain extent, we plot the ratios of average $p$ fluxes predicted by each
of the FLUKA + QGSJET, UrQMD + QGSJET, FLUKA + VENUS and the FLUKA + EPOS combinations to the average fluxes obtained from the FLUKA + NEXUS combination (arbitrarily chosen as reference for the comparison) that are displayed in Fig. 6. While such ratios are found to be close to unity in the energy range around 3 – 10 GeV for all the models, they significantly deviate from each other at higher energies. The flux-ratios even show more than 60% variation for different models at energies around 100 GeV. In Fig. 6, we find that the QGSJET-predicted mean flux at kinetic energies above about 10 GeV is substantially lower than those predicted by the NEXUS or the VENUS model. The EPOS1.6 model follows a trend similar to that shown by VENUS at such high energies. Below about 3 GeV, the UrQMD model gives appreciably lower fluxes than those obtained by the FLUKA model as was already noted in Fig. 5. Possibilities of statistical fluctuations are, of course, present in such results, but such systematic deviations as depicted in Fig. 6 can not be accommodated in terms of statistical fluctuations.

Since all the interaction models used here are appropriately tuned to the results obtained from the known collider and other experiments, the difference between the predictions of such models are mainly due to our limited understanding of high energy particle interactions.

5. Summary and discussion

Atmospheric proton and antiproton fluxes at different atmospheric levels are calculated in this article by using MC simulations with different particle interaction models and compared to the BESS experimental results. For spectra below about 10 GeV, corresponding to the experimental measurements, only the interaction models FLUKA and UrQMD are relevant. Here, we further extend our study of the atmospheric $p$ flux up to 100 GeV where the high energy particle interaction models QGSJET01c, VENUS4.12, NEXUS3.97 and EPOS1.6 start to influence the simulated flux. As a consequence, we can examine the effect of such interaction models on the calculated $p$ spectra in this article. The results of such study lead to the following observations.

1. It is interesting to note that the predictions of $p$ fluxes obtained from FLUKA and UrQMD show significant deviations from each other, particularly at energies below about 3 GeV.

The model UrQMD presents reasonable description of the BESS $p$ data at mountain altitude and at sea level; whereas, it overestimates the antiproton flux at very high altitude thus possibly indicating that there is an enhanced production of $p$ followed...
by an enhanced annihilation in this particular model. Such an enhanced production of $p$ in UrQMD may not be entirely unexpected as the model yields a higher multiplicity in comparison with the fixed target experiments.

The fact that FLUKA consistently yields a higher $p$ flux than the measurements at all the observation levels possibly indicates that the BESS experiments have missed a sizable $p$ events. The latter possibility is, however, thin as the fluxes obtained from UrQMD is consistent with the measured fluxes at sea-level and at mountain altitude. Atmospheric $p$ annihilation also appears to be slightly enhanced in the FLUKA model as the disagreement between the FLUKA-generated $p$ spectra and the ones obtained from the BESS measurements is found to decrease with increasing atmospheric depth.

As mentioned in Section 2, FLUKA mainly exploits the DPMJET-III model in describing high energy nucleon-nucleus interactions. DPMJET-III is known to moderately reproduce the energy dependence of antiproton to proton ratio at $y_{cm} = 0$ in proton-proton collisions as measured in the accelerator experiments [27]. It also reproduces the BRAHMS findings (from the RHIC experiment) regarding the dependence of antiproton to proton ratio on cms rapidity practically within experimental errors [22]. Although the consistency of the model parameters can not be checked in the energy range relevant for the present study as there is no direct experimental data on antiproton rapidity distribution in collisions with air or similar targets, the disagreement between the FLUKA-based fluxes and the measured fluxes on such a scale as noticed in the present study is, nevertheless, not an expected one.

It is worthwhile to note that the $p$ flux obtained by Stephens [78] through a three dimensional MC simulation within a phenomenological framework was also found to be substantially higher in comparison with the BESS-observed flux at balloon altitude and in comparison with the theoretical unidirectional flux. Stephens [78] ascribed such a discrepancy to the use of the global spectra of primary cosmic ray particles instead of those observed by the BESS experiments. Such a possibility seems to be unlikely as the difference between the measured flux and the theoretically predicted flux is rather large in this particular case. As mentioned earlier, the balloon in the BESS-2001 experiment at Ft. Sumner was initially floated at an atmospheric depth 4.5 g cm$^{-2}$ from where it started to descend slowly to an atmospheric depth of around 30.0 g cm$^{-2}$ before the termination of the experiment [84]. In the absence of any knowledge regarding the effective observation time at each atmospheric depth, the $p$ flux at balloon altitude is computed in the present investigation (and in [78]) at 10.7 g cm$^{-2}$ that was the mean atmospheric depth for the BESS-2001 experiment. As the $p$ flux in the atmosphere does not vary linearly with the atmospheric depth, such an inability to precisely determine the atmospheric depth could be at least one of the possible reasons for the difference between the simulated and the measured fluxes at the balloon altitude.

We here note that a few phenomenological MC simulations yield $p$ fluxes that are consistent with the BESS observation at balloon altitude except below 1.0 GeV unless it is assumed that the tertiary antiprotons do not loose their energy in collisions with atmospheric nuclei [84]. Notwithstanding such assumptions, none of the above simulations consistently describe the BESS measurements of $p$ spectra at all the observation levels. The present study, on the other hand, seems to suggest that the BESS observations of $p$ spectra are relatively well described by the UrQMD model.

2. The results presented in this article show a significant discrepancy between the BESS-observed secondary proton spectra at very high altitude below the geomagnetic rigidity cutoff and the ones obtained from the interaction models FLUKA and UrQMD, particularly at the low energy part of the observed spectra. It is worth noting here that the re-entrant albedo particles, a consideration of which has been left out of the present investigation, are unlikely to be the cause of such a difference between the measured and the simulated flux of the secondary protons. This is because of the fact that the flux of such re-entrant albedo protons, as measured by the AMS experiment [13], is smaller by more than an order in comparison with the BESS-observed secondary proton flux below the geomagnetic cutoff till down to at least 0.3 GeV. We also note that the BESS collaboration (see the footnote in Ref. [3]) found no such re-entrant albedo proton flux in their observation at the balloon altitude.

The difference that we find between the simulated and the observed proton spectra at very high altitude is in apparent contradiction with the results of our earlier simulations [24] that display reasonable agreement with the BESS-observed proton flux at mountain altitude. Fig. 2(a) and (b) in Section 4, however, demonstrate that the model-predicted proton fluxes at a lower altitude are indeed closer to the observed proton fluxes in comparison with those at a higher altitude. We may thus infer from the above results that the BESS observations seem to favor a higher production rate of protons in the nucleon-air collisions than the ones implemented in the FLUKA and the UrQMD models. We, however, note that the results of a single experimental measurement may contain uncertainties so that further observations of cosmic ray proton fluxes at multiple altitudes, along with the corresponding MC simulations, may be required to arrive at a definite conclusion on this particular issue.

3. The recent findings of the PAMELA experiment on positron excess [7,8] but no antiproton excess [6] in the energy range from sub-GeV to about 180 GeV lead to a nontrivial constraint on dark-matter models that try to account for the positron excess [31,50,58]. In the stated findings, the excess is determined by comparing with the background predictions from cosmic ray propagation models. The background $p$ spectrum, that originates from the hadronic production induced by cosmic rays on the ISM, is generally calculated with the GALPROP numerical propagation code either by applying the parametrization of the invariant $p$ production cross section [63] or by implementing the DTUNUC MC code [75]. Uncertainties in $p$ flux due to the uncertainties in nuclear parameters, that are estimated from the parametrization of the maxima and the minima of the measured inclusive $p$ cross sections in hadron-hadron and hadron-nucleus collisions, were found earlier to be about 22–25% [32]; whereas, the uncertainties in the nuclear parameters of the DTUNUC program, that essentially rests on the DPM model, were estimated to be about 40% [75].

The present study also indicates, albeit indirectly, that the theoretical galactic $p$ spectrum may contain large uncertainties due to the uncertainties in our knowledge of the particle interaction characteristics. Our investigation shows that at energies below about 3 GeV, the BESS observed atmospheric antiproton fluxes, at an atmospheric depth roughly comparable to the depth traversed by the cosmic rays in the Galaxy, are substantially lower than those obtained with the model FLUKA that may be regarded as a DPM class of model. At energies above about 10 GeV, the model predictions cannot be tested experimentally but, importantly, the predictions from different popular microscopic high energy interaction models tend to differ appreciably. In this context, we note that the model EPOS is known to produce more baryons/antibaryons in comparison with most of the other models including QGSJET that seems to be reflected in our results; see Figs. 5 and 6 in Section 4. Our investigation in
Fig. 6, in fact, suggests that the amount of uncertainty between different model predictions is not the same at all energies. Around 300 MeV, such uncertainty is as large as 80% that reduces substantially towards higher energies, particularly above about 3 GeV. Above 10 GeV, the uncertainty, however, increases again with energy and even becomes more than 60% at about 100 GeV. In the near future, we plan to take up a further investigation on the secondary antiproton spectrum by extending the maximum kinetic energy of such antiprotons to about 180 GeV or even beyond and by exploiting the updated versions of high energy interaction models, such as the QGSJET-II [64,65] and the EPOS 1.99 [68] models, in the framework of CORSIKA 6.980 (along with FLUKA 2011.2) to simulate below 80 GeV/n for a better understanding of the recent PAMELA observations [8]. It may also be important here to note that the proposed measurements of $p + C → p$ and $π + C → p$ by the NA61/SHINE fixed-target experiments [5,14] at a few hundred GeV (lab) energy is expected to assist us in improving our understanding on the production of antiprotons thereby resolving the noted discrepancies between the interaction models in near future.

Finally, we may argue that the magnitude of uncertainties quoted in the theoretical calculations of $p$ flux, that are obtained by employing semi-phenomenological fit to the experimental data, should perhaps be taken with some caution. This is because of the fact that the errors in the experimental results, based on which the model parameters are fitted or parametrized, are often underestimated or overlooked that may, in turn, affect the entire theoretical prediction. Well known examples are the inelastic $p − p$ cross-sections that were measured by three different experiments at FERMILAB and the values at $E_p = 1800$ GeV were found to vary from $80.03 ± 2.24$ mb to $71.71 ± 2.02$ mb [2,12,15]. Therefore, it is obvious that the model parameters that were tuned in accordance with the earlier quoted experimental $p − p$ cross-sections would suffer from additional uncertainties. Thus, the consistencies of the predictions of a model in different circumstances may alone provide the validity of its inputs. In view of the results of the present analysis, a detailed study of the galactic $p$ flux by exploiting different microscopic interaction models seems to be worth pursuing in the context of the PAMELA observation and its interpretation in terms of the standard/non-standard (dark matter, etc.) sources.
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In this work we examine with help of Monte Carlo simulation whether a consistent primary energy spectrum of cosmic rays emerges from both the experimentally observed total charged particles and muon size spectra of cosmic ray extensive air showers considering primary composition may or may not change beyond the knee of the energy spectrum.

I. INTRODUCTION

The primary energy spectrum of all particle cosmic rays is known to exhibit a power law behavior with few features including a slight bend of the spectrum at about 3 PeV, the so-called knee of the spectrum, where the power law spectral index changes from about -2.7 to nearly -3.0. The knee is generally believed to be of astrophysical origin. The common explanations of the knee include rigidity-dependent upper limit on the energy that cosmic ray protons can attain at supernova remnants [1], leakage of cosmic rays from the galaxy [2], a nearby single source [3], mass distribution of progenitors of cosmic ray sources [4] etc.

The primary cosmic ray particles after entering into the Earth’s atmosphere interact with the atmospheric nuclei and produce secondary particles. The detection of cosmic rays above the atmosphere is thus the only way to obtain direct measurements of the characteristics of primary cosmic ray particles including their energy spectra and mass composition. The energy spectrum of primary cosmic rays has been measured directly through satellite or balloon borne detectors up to few hundreds TeV. Above such energy direct methods for studying primary cosmic rays become inefficient due to sharp decrease in the flux of primary particles and the study of primary cosmic rays has to perform indirectly, through the observation of cosmic ray extensive air shower (EAS) which are cascades of secondary particles produced by interactions of cosmic ray particles with atmospheric nuclei. From their experimental results the Moscow State University group first noticed that the EAS electron size (total electron content) spectrum had a pronounced increase of slope ($\beta$ increases suddenly) at a size corresponding to a primary energy of about 3 PeV [5] which was inferred as due to a break or the knee in the cosmic ray primary energy spectrum. Since then many EAS experiments covering this energy range confirm such a break in the spectral index of electron size spectrum and the existence of the knee in the cosmic ray energy spectrum is now considered as a well-established fact.

Some authors, however, cast doubt on the astrophysical origin of the knee. In particular a new type of interaction that transfers energy to a not yet observed component with interaction threshold in the knee region was proposed as the cause of the observed knee feature in the shower size spectrum [6, 7]. However, such a proposal has not received any support from the LHC experiment against the expectations. On the other hand Stenkin [8, 9] refuted the reality of the knee in the primary cosmic ray energy spectrum on the ground that the knee has been noticed observationally only in the electromagnetic component of EAS but not in the muonic and the hadronic components of EAS. In other words the knee feature in the primary cosmic ray energy spectrum is not consistently revealed from electromagnetic, muonic and hadronic components of EAS. Stenkin proposed an alternative explanation of the break in shower size spectrum in terms of coreless EAS [8, 9]. Further a new experiment PRISMA has been proposed to investigate the situation [10].

While arguing against the astrophysical knee, Stenkin did not consider any change in primary mass composition in the knee region on air shower muon and electron spectra [8]. Here it is worthwhile to mention that the almost all the well known models of the knee generally predict for a change in the mass composition of cosmic rays across the knee energy. For instances, the scenarios like rigidity dependent acceleration mechanism in the source or leakage from the Galaxy (which is also a rigidity dependent effect) predict for a heavier cosmic ray mass composition beyond the knee while the models based on nuclear photo-disintegration processes in the presence of a background of optical and soft UV photons in the source region predict for a lighter composition above the knee. The modern precise EAS experiments estimated primary energy spectra of different mass groups or even of various elements based on the deconvolution of either measured electron size distribution along with the information of muon content (as a function of electron size) or from a measured two-dimensional electron muon number distribution. Though conclusions of different experiments on primary mass composition in the knee region are not unequivocal, majority conclude that the knee represents the
energy at which proton component exhibits cut-off [4] i.e. the knee of the spectrum has been ascribed as the proton knee.

It is thus imperative to examine whether the primary knee feature is consistently revealed in electron and muon components of EAS when primary composition changes from lighter primaries to heavier primaries beyond the knee energy. This is precisely the objective of the present work. Our main emphasis will be to check whether the different EAS observables suggest for consistent spectral indices in the primary cosmic ray energy spectrum before and after the knee considering the fact that primary composition may or may not change across the knee. For this purpose we shall perform a detailed Monte Carlo simulation study of EAS using CORSIKA [11] in the concerned energy range and we will analyze different experimental data on size spectrum of various EAS observables to check the inner consistency. We will also estimate the spectral indices of electron and muon size spectra for different primary composition scenario assuming primary cosmic ray energy spectrum has a knee. The hadronic component is not considered in this work as only few data in this regard are available and more importantly the uncertainties are quite large.

The organization of the paper is as follows. In the next section the principle of deriving the cosmic ray energy spectrum from the EAS observables is outlined briefly in the framework of Bhabha-Heitler theory of electromagnetic cascade. In section III we describe our analysis of cosmic ray EAS size spectra based on the Monte Carlo simulation study. The procedure adapted for the Monte Carlo simulation of cosmic ray EAS is discussed in the subsection III-A. In the subsection III-B we evaluate spectral index of primary energy spectrum from the measured electron and muon size spectra for different primary composition scenario. The expected shower size and muon size spectra for different mass composition scenario assuming the primary energy spectrum has a knee are obtained in the subsection III-C. Finally we discuss the findings and their probable explanations in the section IV.

II. PRIMARY ENERGY SPECTRUM FROM EAS OBSERVATIONS AND THE KNEE

Usually, cosmic ray EAS arrays employ scintillation detectors for detection of electrons, which is the dominating component among the charged particles in EAS. However, such detectors also detect other charged particles including muons. So essentially EAS observations give information about total charged particle spectrum instead of electron size spectrum. The observational charged particle size (often known as shower size) spectrum in EAS is found to exhibit power law behavior i.e.

\[ \frac{dN}{dN_{e}} \propto N_{e}^{-\beta_{e}} \]  

(1)

Though the development of EAS is a very complicated process that can be properly addressed only via Monte Carlo simulation technique but an idea of how electron and other secondary particle sizes are related to primary energy can be obtained based on the Bhabha-Heitler analytical approach of electromagnetic cascade [12, 13]. A cosmic ray particle interacts with the atmospheric nuclei while moving through the atmosphere and produced dominantly charged and neutral pions. There will be also secondary hadrons (leading particles). Neutral pions quickly decay to photons which subsequently initiate electromagnetic cascades. The charged pions may interact with atmospheric nuclei (thereby further produce secondary particles) or decay depending on their energy. The decay of charged pions yields muons and neutrinos. The energy dependence of total number electrons, muons and hadrons at shower maximum (at which the number of particles in a shower reaches its maximum) in EAS initiated by a nucleus with atomic mass number A and energy \( E_{o} \) can be expressed as [12, 13]

\[ N_{i}^{max} = N_{i}^{o} E_{o}^{\alpha_{i}} \]  

(2)

where \( i \) stands for \( e \) (electron), \( \mu \) (muon) and \( h \) (hadron). For pure electromagnetic cascade and under few simple approximations such as the all electrons have the same energy \( E_{e}^{o} \) (which is the critical energy (85 MeV in air), at which ionization losses and radiative losses are equal) \( \alpha_{e} \) is nearly equal to 1. Similarly when all muons are considered to have the same energy \( E_{\mu}^{o} \) (which is the energy at which the probability for a charged pion to decay and to interact are equal) and taking the charged pion production multiplicity is 10 (constant) \( \alpha_{\mu} \sim 0.85 \) [13]. When the effect of inelasticity is taken into consideration, \( \alpha_{\mu} \) will be slightly higher, \( \sim 0.90 \) [13]. If one considers that total primary cosmic ray energy is distributed between electron and muon component, \( \alpha_{e} \) will be slightly higher, about 1.05 [13].

Two important points to be noted are (i) the total number of electrons increases with energy slightly faster than exactly linear whereas the total number of muons grows with energy slightly less than exactly linear. (ii) The electron number decreases with increasing mass number whereas muon number grows with mass number.

After shower maximum, electron (and hadron) size decreases due to attenuation whereas muon size almost remain constant because of its large attenuation length. Hence at a observational level well passed the shower maximum, the equation (2) is not strictly valid, particularly for electrons and hadrons.

Considering that the electron size spectrum and total charged particle size spectrum are more or less the same, from equations (1) and (2) one can infer the primary cosmic ray energy spectrum as follows

\[ \frac{dN}{dE_{o}} = \frac{dN}{dN_{e}^{max}} \frac{dN_{e}^{max}}{dE_{o}} \propto E_{o}^{-\gamma} \]  

(3)
where
\[ \gamma \equiv 1 + \alpha_e (\beta_e - 1) \]  
will be the slope of primary cosmic ray differential energy spectrum. Since a sudden change in \( \beta_e \) at a size corresponding to a primary energy of about 3 PeV is observed, consequently a change in \( \gamma \) at 3 PeV is inferred which is the so called knee of the cosmic ray energy spectrum.

Equations (2) and (3) imply that muon and hadron size spectra also should exhibit power law behavior with \( \beta_e = 1 + (\gamma - 1)/\alpha_e \). Since \( \alpha_\mu < \alpha_e \), change in \( \beta_\mu \) should be larger than \( \beta_e \) for a change in \( \gamma \). Observationally, however, no significant change in \( \beta_\mu \) is found. This is why Stenkin objected against the existence of a knee in the primary energy spectrum [8, 9].

Note that the semi-analytical expressions described above, though match reasonably well with the simulation results, are approximated description of cosmic ray cascade in the atmosphere. Moreover, the relation between electron size and energy (Eq. 3) is valid only at shower maximum. So a detailed Monte Carlo simulation study needs to be done to draw any concrete conclusion in this regard.

III. MONTE CARLO SIMULATION STUDY OF SIZE SPECTRUM

In the present work we have simulated EAS for three different mass composition scenario: proton as primary over the whole energy range, secondly proton and Fe respectively as primary below and above the knee energy and finally Fe as primary over the whole energy range. Subsequently we explore whether a consistent mass composition scenario evolve from simultaneous study of electron and muon size spectra in the knee region. We evaluate \( \alpha_i \) from simulation data for proton and iron primaries both below and above the knee and using the observed \( \beta_i \) from experiments, we subsequently estimate \( \gamma \) following the equation (1) and check whether electron, muon and hadron observations give a consistent primary energy spectrum when primary composition is allowed to change across the knee.

A. Simulation procedure adopted

The air shower simulation program CORSIKA (Cosmic Ray Simulation for KASCADE) (version 6.690) [11] is employed here for generating EAS events. The high energy (above 80GeV/n) hadronic interaction model QGSJET 01 (version 1c) [14] has been used in combination with the low energy (below 80GeV/n) hadronic interaction model UrQMD [15]. A relatively smaller sample has also been generated using the high-energy interaction model EPOS (version 2.1) [16] and low energy interaction model GHEISHA (version 2002d) [17] to judge the influence of the hadronic interaction models on the results. Note that GHEISHA exhibits a few shortcomings [18, 19] but the low energy interaction models has no significant effect on the total number of secondary particles for primaries in the PeV energy range.

The US-standard atmospheric model with planar approximation which works only for the zenith angle of the primary particles being less than 70° is adopted. The EAS events have been generated for proton and iron nuclei as primaries at several fixed energy points spread between \( 3 \times 10^{14} \) to \( 3 \times 10^{16} \) eV as well as over a continuous energy spectrum between \( 3 \times 10^{14} \) to \( 3 \times 10^{16} \) eV with differential energy spectrum slope -2.7 and -3.1 below and above the knee (\( 3 \times 10^{15} \) eV) respectively. The EAS events have been simulated at geographical positions corresponding to experimental sites of KASCADE [20] and EAS-TOP [21]. The magnetic fields, observation levels, threshold energies of particle detection and zenith angles are provided accordingly.

B. Inferring Primary cosmic ray spectrum from measured EAS size spectra

Only a few EAS experiments so far measured both \( \beta_{ch} \) and \( \beta_\mu \) before and after the knee. Here we would consider the results of two experiments, the KASCADE [22, 23] and EAS-TOP [24]. The KASCADE experiment was considered as one of the most precise air shower experiments in the world which was situated in the site of Forschungszentrum Karlsruhe (Germany) at an altitude 110 m above sea level at 49.1° N, 8.4° E, covering an energy range from about 100 TeV to nearly 100 PeV and was in operation during October 1996 to 2003. The experiment consisted an array of electron and muon detectors, spread over 700 m \( ^2 \times 700 \) m \( ^2 \), a central hadron calorimeter with substantial muon detection areas and a tunnel with streamer tube muon telescopes. This multi-detector system was used for the study of electromagnetic, muonic and hadronic components of EAS. The experiment was later extended to KASCADE-Grande in 2003 to study primary cosmic rays at higher energies. On the other hand the EAS-TOP array was located at Campo Imperatore, National Gran Sasso Laboratories in Italy, 2005 m a.s.l. (820 g cm\(^2\)) atmospheric depth. This multi-component experiment consisted of detectors of the electromagnetic, muon, hadron and atmospheric Cherenkov light components for the study of EAS over the energy range 100 TeV to about 10 PeV. Two layers of streamer tubes with total surface area 12 \( \times \) 12 \( m^2 \) was used for detection of EAS muons having threshold energy of 1 GeV.

The results of these two experiments on \( \beta_{ch} \) and \( \beta_\mu \) are shown in Table 1. Note that the shower size \( (N_e) \) and muon size are generally evaluated from the experimental measured particle (electron/muon) densities by fitting with the lateral density distribution function. To minimize the bias by the functional form of the muon
lateral distribution function, KASCADE experiment introduced the quantity truncated muon number which is essentially the muon size within 40 m and 200 m core distance.

Using the public data of KASCADE experiment provided through KCDC [25] we also estimated $\beta$. For vertical air showers ($\theta < 18^\circ$), we find $\beta$ equals to $2.54 \pm 0.06$ and $2.97 \pm 0.05$ below and above the knee are respectively for total charged particles and $2.96 \pm 0.08$ and $3.24 \pm 0.06$ for muons below and above the knee respectively which are closed to KASCADE reported $\beta$ for vertical showers.

Our target is now to evaluate $\gamma$ both below and above the knee from the measured $\beta_\delta$ and $\beta_\mu$ considering the results of KASCADE and EAS-TOP, using the expression (1). To estimate $\alpha$ we exploit Monte Carlo simulation method.

The figure 1(a) displays the variation of total charged particle number in EAS obtained with Monte Carlo simulation as a function of energy at KASCADE location for proton primary whereas the variation of muon content with primary energy in proton induced EAS is shown in figure 1(b). Power law fits to the data points are also shown in both the figures. We find that the dependence of shower size on primary energy can be described by a power law with constant spectral index. We have also checked whether the data suggest different spectral slopes at lower and higher energies by fitting the data below and above the knee separately. But the so fitted slopes are found only to differ within the error limits of the single constant spectral index. The estimated power law indices ($\alpha_e$ and $\alpha_\mu$) are displayed in table 1 for proton primary. In figure 2 we have plotted the electron and muon sizes in Fe initiated EAS as a function of primary energy. $\alpha_e$ and $\alpha_\mu$ for Fe primary are also evaluated from power law fitting and are shown in table 2.

Since $\beta_\delta$ and $\beta_\mu$ are known from observations, we have estimated $\gamma$ straightway using the expression (1). We considered both proton and Fe as primaries below the knee as well as above the knee and evaluated $\gamma$. Subsequently we computed $\delta\gamma$ across the knee. The results are given in Table 1 for the KASCADE measurements. It is noticed that no consistent $\gamma$s below and above the knee emerge from the KASCADE measured electron and muon spectra irrespective of the primary composition. The $\delta\gamma$s from the observed electron and muon spectra also differ significantly.

Results of a similar analysis for the EAS-TOP electron and muon spectra are displayed in figures 3 and 4 from simulation data and in Table 2. In EAS-TOP location the $\alpha$ of charged particles for proton primary is found quite small than that for the KASCADE location which suggests that $\alpha$ changes with atmospheric depth and close to one at shower maximum. For Fe primary, however, no significant difference in $\alpha$ of charged particles noticed in two stated locations which is probably due to the fact that air showers reaches to its maximum development much earlier for heavier primaries. So even at EAS-TOP location, PeV energy Fe initiated showers are quite old.

The spectral index (of primary cosmic ray energy spectrum) derived separately from the EAS-TOP observed electron and muon size spectra is found somewhat mutually consistent when cosmic ray primary is dominantly Fe, both before and after the knee. The $\delta\gamma$s from the observed electron and muon spectra also found mutually consistent for unchanging Fe dominated primary.

C. Electron and muon spectra for astrophysical knee

It appears that the main difficulty of arriving a consistent knee from simultaneous charged particles and muon spectra in EAS as observed by KASCADE experiment is the very small spectral slope difference in muon spectrum across the knee relative to the spectral slope difference in charged particle spectrum. However, such an inference is based on the equation (1) that follows from consideration of the cascade theory which is an approximate description of complex EAS phenomenology. Here we shall estimate the expected spectral slopes in electron and muon spectra for different primary composition scenario assuming that the primary energy spectrum has a knee. The spectral index of the primary energy spectrum below the energy 3 PeV is taken as $-2.7$ whereas above 3 PeV it is assumed as $-3.1$. The EAS are generated from the minimum energy of 100 TeV and only vertical showers are generated.

The electron and muon size spectra at KASCADE location from the simulation results are displayed in figures 5. We considered a change in mass composition after the knee from pure proton to pure iron as well as for unchanged (proton and Fe) mass composition. The knee structure is found present in both electron and muon size spectra for all the mass composition scenario considered. The $\beta$ value obtained from the simulation results are displayed in Table 4 for the different composition scenario. To identify the position of the knee and also to estimate the $\beta$ values in electron and muon size spectra we multiply the differential total charged particle (muon) numbers by some suitable power (selected by varying the power index slowly) of total charges particles (muons) to emphasize the small difference in slop and plot it against the total charged particles (muons) in log-log scale. It is found that the points below and above a certain total charged particle number have distinct slopes. The best fitted slopes give the $\beta$ below and above the size knee whereas the crossing point of the two straight lines (in log-log scale) give the position of the knee in size spectra.

The spectral index of total charged particle spectrum above the knee obtained from the simulation results is found slightly lower than the observational result whereas for muon spectrum the spectral index below the knee from the simulation data is found slightly larger than the observations. It is also noticed that the spectral index below (or above) the knee depends not only primary composition below (above) the knee of the
primary energy spectrum but also the composition above (below) the knee of the energy spectrum, particularly when points close to the knee in the size spectra are considered to determine the spectral index. There are few other important points have been noted:

i) the position of the knee in the charged particles and muon spectra also influence by the primary composition both below and above the knee of the cosmic ray energy spectrum,

ii) the knee in the muon spectrum is slightly more revealing in comparison to that in the electron spectrum for pure proton or Fe primaries over the entire energy range but the same may not be true when primary composition changes across the knee, and

iii) for proton primary before the knee and Fe primary after the knee the muon spectrum exhibits a break not only in the spectral index but also in the flux. The later feature is due to larger muon size in Fe initiated EAS in comparison to proton induced EAS.

A two dimensional plot of electron and muon size spectra for different composition scenario are also obtained and depicted in figures 6 for KASCADE location. An interesting observation is that the knee is not clearly revealed from the two-dimensional plots. Since Fe induced EAS contains lower electrons and higher muons in compare to proton induced EAS, the two dimensional figure exhibits some mismatch in shower and muon sizes around the knee for a sharp change in composition from proton to Fe across the knee which is not observed experimentally.

IV. DISCUSSION AND CONCLUSION

The knee of the primary energy spectrum has long been inferred from the break in shower size spectrum of cosmic ray EAS at certain shower size corresponding to few PeV primary energy. Few authors, particularly Stenkin, however, objected the existence of the knee in the primary energy spectrum noting that the muon size spectrum of cosmic ray EAS does not show any prominent break against the expectations based on cascade theory.

It is found from the present analysis that when a hybrid approach is employed involving cascade theory (to have a relation between the spectral index of primary energy spectrum and the spectral indices of EAS electron and muon size spectra) and the Monte Carlo simulation (invoked to get the relation between electron and muon sizes with primary energy) the EAS-TOP observations on total charged particle and muon spectra consistently infer a knee in the primary energy spectrum provided the primary is pure unchanging iron whereas no consistent primary spectrum emerges from simultaneous use of the KASCADE observed total charged particle and muon spectra.

When a pure Monte Carlo approach is adopted to examine the expected size spectra for a given primary energy spectrum with different mass composition, it is found that for pure unchanging proton or Fe primaries the difference in spectral slopes below and above the knee of the size spectrum is larger for muon spectrum than the electron spectrum. However, when mass composition changes across the knee the situation becomes quite complex. In such a situation estimating $\beta$ properly is challenging, particularly for total charged particle spec-
trum; the $\beta$ value and the position of the knee depend on primary composition both below and above the knee of the primary energy spectrum and the points close to the knee in the size spectra may change the overall slope considerably. For instance in the simple situation where proton and Fe are the dominating component below and above the knee in the primary energy spectrum, the contribution of Fe, which gives a comparative lower total number of charged particles, leads to a flatter shower size spectrum below the knee, unless the points closed to the knee in the size spectrum are totally ignored to evaluate the slopes. On the other hand Fe induced EAS contains comparatively larger muon number. Hence the slopes of the muon size spectrum does not alter much for the stated changing composition scenario but there will be a mismatch in the flux at the knee of the muon size spectrum. Non observation of any break in flux level for the stated changing composition scenario but there contains comparatively larger muon number. Hence the evaluate the slopes. On the other hand Fe induced EAS to the knee in the size spectrum are totally ignored to size spectrum below the knee, unless the points closed to the knee position of the muon size spectrum in any experiment suggests that there is no abrupt change in primary composition across the knee; the composition either changes slowly above the knee or it changes from a lighter dominating mixed composition to heavier dominated mixed composition without appreciable change in average primary mass. In such changing mass composition scenario, the break in EAS muon size spectrum may not be more revealing than that in total charged particle spectrum against the common perception.

We thus conclude that though the derivation of the size spectrum from observed data looks to be rather straight forward process, but in practice it is a quite complex issue particularly owing to the uncertainty in primary mass composition. The simultaneous use of the measured EAS total charged particle and muon size spectra to infer the primary energy spectrum is certainly a better approach but it requires a careful and experiment specific analysis. The two-dimensional differential spectrum contents substantially higher information than those of two one-dimensional ones and hence used to infer primary spectrum and composition but one dimensional spectra also carry important and exclusive signatures about primary energy spectrum and composition which may be accommodated to get more reliable estimates about cosmic ray primaries.

<table>
<thead>
<tr>
<th>Primary before the knee</th>
<th>Primary after the knee</th>
<th>Secondary</th>
<th>$\alpha_{&lt;\text{knee}}$</th>
<th>$\alpha_{&gt;\text{knee}}$</th>
<th>$\gamma_{&lt;\text{knee}}$</th>
<th>$\gamma_{&gt;\text{knee}}$</th>
<th>$\Delta\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>Proton</td>
<td>electron</td>
<td>$1.172 \pm 0.007$</td>
<td>$0.922 \pm 0.002$</td>
<td>$2.70 \pm 0.08$</td>
<td>$2.89 \pm 0.01$</td>
<td>$3.27 \pm 0.16$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>($&gt;490$ MeV)</td>
<td>($&gt;490$ MeV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proton</td>
<td>Fe</td>
<td>electron</td>
<td>$1.172 \pm 0.007$</td>
<td>$0.922 \pm 0.002$</td>
<td>$2.70 \pm 0.08$</td>
<td>$2.89 \pm 0.01$</td>
<td>$3.32 \pm 0.14$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>($&gt;490$ MeV)</td>
<td>($&gt;490$ MeV)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>Fe</td>
<td>electron</td>
<td>$1.196 \pm 0.006$</td>
<td>$0.906 \pm 0.001$</td>
<td>$2.73 \pm 0.08$</td>
<td>$2.86 \pm 0.01$</td>
<td>$3.32 \pm 0.14$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>($&gt;490$ MeV)</td>
<td>($&gt;490$ MeV)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIG. 3: (Color online) Energy dependence of (a) total charged particles and (b) muon content in proton induced EAS at EASTOP location.

FIG. 4: (Color online) Same as Figure 3 but in Fe initiated EAS.
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TABLE III: Spectral indices of primary energy spectrum below and above the knee from the electron and the muon size spectra of EAS-TOP observations

<table>
<thead>
<tr>
<th>Primary before the knee</th>
<th>Primary after the knee</th>
<th>Secondary</th>
<th>(\alpha_{&lt;\text{knee}})</th>
<th>(\alpha_{&gt;\text{knee}})</th>
<th>(\gamma_{&lt;\text{knee}})</th>
<th>(\gamma_{&gt;\text{knee}})</th>
<th>(\Delta\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>Proton</td>
<td>Electron</td>
<td>1.063 ± 0.007</td>
<td>0.892 ± 0.008</td>
<td>2.71 ± 0.02</td>
<td>3.14 ± 0.07</td>
<td>0.43 ± 0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>1.063 ± 0.007</td>
<td>0.892 ± 0.008</td>
<td>2.89 ± 0.04</td>
<td>3.38 ± 0.09</td>
<td>0.49 ± 0.13</td>
</tr>
<tr>
<td>Proton</td>
<td>Iron</td>
<td>Electron</td>
<td>1.063 ± 0.007</td>
<td>1.195 ± 0.003</td>
<td>2.71 ± 0.02</td>
<td>3.40 ± 0.08</td>
<td>0.60 ± 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>0.892 ± 0.02</td>
<td>0.874 ± 0.002</td>
<td>2.89 ± 0.04</td>
<td>3.33 ± 0.07</td>
<td>0.44 ± 0.11</td>
</tr>
<tr>
<td>Iron</td>
<td>Iron</td>
<td>Electron</td>
<td>1.195 ± 0.003</td>
<td>1.195 ± 0.003</td>
<td>2.92 ± 0.02</td>
<td>3.30 ± 0.08</td>
<td>0.48 ± 0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>0.874 ± 0.002</td>
<td>0.874 ± 0.002</td>
<td>2.85 ± 0.03</td>
<td>3.33 ± 0.07</td>
<td>0.48 ± 0.10</td>
</tr>
</tbody>
</table>

FIG. 5: (Color online) Expected total charged particle size spectrum for different mass composition scenario across the knee (a) unchanged proton primary (b) proton below the knee and Fe above the knee and (c) unchanged Fe primary.

TABLE IV: Spectral indices of the simulated electron and the muon size spectra for cosmic ray energy spectrum with the knee

<table>
<thead>
<tr>
<th>Primary before the knee</th>
<th>Primary after the knee</th>
<th>Secondary</th>
<th>(\beta_{&lt;\text{knee}})</th>
<th>(\beta_{&gt;\text{knee}})</th>
<th>(\Delta\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton</td>
<td>Proton</td>
<td>Electron</td>
<td>2.39 ± 0.01</td>
<td>2.70 ± 0.01</td>
<td>0.31 ± 0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>2.80 ± 0.03</td>
<td>3.30 ± 0.02</td>
<td>0.50 ± 0.05</td>
</tr>
<tr>
<td>Proton</td>
<td>Iron</td>
<td>Electron</td>
<td>2.16 ± 0.01</td>
<td>2.03 ± 0.01</td>
<td>0.37 ± 0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>2.86 ± 0.03</td>
<td>3.28 ± 0.02</td>
<td>0.42 ± 0.05</td>
</tr>
<tr>
<td>Iron</td>
<td>Iron</td>
<td>Electron</td>
<td>2.40 ± 0.01</td>
<td>2.70 ± 0.01</td>
<td>0.30 ± 0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Muon</td>
<td>2.88 ± 0.02</td>
<td>3.30 ± 0.02</td>
<td>0.42 ± 0.04</td>
</tr>
</tbody>
</table>
FIG. 6: (Color online) Same as figure 5 but for muon spectrum
FIG. 7: (Color online) 2-dimesional charged particles - muon spectrum for different composition scenario around the knee
Progenitor model of cosmic ray knee
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Abstract The primary energy spectrum of cosmic rays exhibits a knee at about 3 PeV where a change in the spectral index occurs. Despite many efforts, the origin of such a feature in the spectrum is not satisfactorily solved yet. Here it is proposed that the steepening of the spectrum beyond the knee may be a consequence of the mass distribution of the progenitor of the cosmic ray source. The proposed speculative model can account for all the major observed features of cosmic rays without invoking any fine tuning to match flux or spectra at any energy point. The prediction of the proposed model regarding the primary composition scenario beyond the knee is quite different from most of the prevailing models of the knee, and thereby can be discriminated from precise experimental measurement of the primary composition.
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1 INTRODUCTION

Ever since their discovery more than a hundred years ago, the origin of cosmic rays has been one of the central questions in physics. But despite many efforts, so far there is no consistent and complete model of the origin of cosmic rays.

The energy spectrum of cosmic rays provides important clues about their origin. The most intriguing feature of the energy spectrum is that although it extends over a wide range of energies, from sub GeV to at least $3 \times 10^{20}$ eV (the highest energy observed so far), it can be well represented by a steeply falling power law for energies above the solar modulated one. However, the spectrum has a knee around 3 PeV where it steepens sharply as discovered more than half a century ago by Kulikov and Khristiansen of Moscow State University (Kulikov & Khristiansen 1959). The spectrum also has an ankle at an energy of about 3 EeV where it flattens again to its pre-knee slope. It is relatively easier to interpret the flattening of the spectrum above the ankle as the eventual superseding of a harder cosmic ray component which is sub-dominant at lower energies. In contrast, the feature of the knee is more difficult to explain. The existence of the knee in the spectrum is definitely an important imprint of the true model of the origin of cosmic rays and hence a proper explanation of the knee is expected to shed light on the problem of cosmic ray origins.

Several mechanisms have been proposed so far to explain the knee. Shortly after the discovery of the knee, this spectral feature was interpreted as an effect of the reduced efficiency of the galactic magnetic field to confine cosmic ray particles with energies above the knee within the galaxy (Ginzburg & Syrovatskii 1964; Wdowczyk & Wolfendale 1984; Ptuskin et al. 1993; Candia et al. 2002b; Giacinti et al. 2014). Since the magnetic rigidity of a particle is proportional to its atomic number ($Z$), cosmic ray protons should start escaping first and hence the observed knee is the proton knee as per this model.

The knee has also been explained based on the acceleration mechanism (Fichtel & Linsley 1986; Jokipii & Morfill 1987; Biermann 1993; Berezhko & Ksenofontov 1999; Stanek et al. 1993; Kobayakawa et al. 2002). For reasons of the power required to maintain the observed cosmic ray energy density, it is widely accepted that cosmic rays up to the ankle energy are of galactic origin whereas those having energies above this energy are extragalactic, though there are also suggestions for lower transitional energies (Blasi 2014; Amato 2014; Aloisio et al. 2012). Among the galactic sources, supernova remnants (SNRs) satisfy the energy budget of cosmic rays. The power law behavior of the energy spectrum on the other hand suggests that cosmic rays are most probably energized by diffusive shock acceleration. The maximum energy that a charged particle can gain by diffusive shock acceleration is proportional to $Z$. The knee has been assigned in this model as the maximum energy that protons can have under diffusive shock acceleration in SNRs.

A critical analysis of data collected at different experiments worldwide in terms of the energy spectrum suggests that the knee is very sharp, and the spectral slope changes rather abruptly at the knee position (Erlykin & Wolfendale 1997). In contrast, the above mentioned rigidity dependent explanations of the knee predict a smooth change in the spectral slope at the knee because of the sum of the contri-
distributions of different atomic nuclei having cut-offs at different energies (depending on Z values). To accommodate the sharp knee feature, a few proposals have been advanced. In the single source model the dominant contribution of the cosmic ray flux at the knee is by a nearby source (Erlykin & Wolfendale 1997; Bhadra 2005; Erlykin et al. 2011; Ter-Antonyan 2014) which is superimposed on a galactic modulated component in which the spectral slope is changing smoothly with energy. In another model the sharp knee is explained in terms of cosmic ray acceleration by a variety of supernovae (SNe) (Sveshnikova 2004, 2003). The later proposal relies on the fact that the explosion energy of all SNe is not the same. The sharp knee also could be due to interaction of cosmic ray particles from a pulsar with radiation from the parent SNR (Hu et al. 2009).

The mass composition of cosmic rays will be heavier beyond the knee if the knee is a proton knee. Several Extensive Air Shower (EAS) measurements (till now the study of cosmic rays above 1 PeV has been of an indirect nature via EAS observations) have been made to determine the mass composition of cosmic rays in the energy region of interest, but the measurements have not yielded mutually consistent results yet due to the weak mass resolution of the measured shower observables (Haungs 2011). Most of the findings (Navarra 1998; Glasmacher et al. 1999; Aartsen et al. 2013; Fomin et al. 1996) based on electron content relative to muon content (or vice versa) in EAS suggest that composition becomes heavier with energy beyond the knee, though the Haverah Park experiment and a few other observations (particularly underground muon telescopes) (Blake & Nash 1998, 1995; Danilova et al. 1995; Saha et al. 1998; Aglietta et al. 1990; Ahlen et al. 1992; Kasahara et al. 1997; Longley et al. 1995; Bakatanov et al. 1999) found the opposite trend for mass composition. Mass composition estimated from the measurement of the depth of shower maximum through observation of Cerenkov (Boothby et al. 1997; Swordy & Kieda 2000; Fowler et al. 2001; Chernov et al. 2005; Karle et al. 1995; HEGRA-Collaboration et al. 2000; Dickinson 1999; Efimov et al. 1991) or fluorescence radiation (Abraham et al. 2010; Abbasi et al. 2008, 2004; Tsunesada 2011; Jui & Telescope Array Collaboration 2012), on the other hand, suggests a lighter mass composition beyond the knee differing from that obtained with muon to electron content ratio (Haungs 2011; Hörandel 2013; Bhadra & Sanyal 2005). The mass composition picture of primary cosmic rays is thus still inconclusive in the PeV and higher energy region.

Considering the possibility that mass composition may become lighter beyond the knee, an alternative explanation of the knee was suggested based on nuclear photodisintegration at the sources (Hillas 1979; Karakula & Tkaczyk 1993; Candida et al. 2002a). In this scenario, heavier components of cosmic rays, particularly Fe nuclei, undergo nuclear photo-disintegration in interactions with the radiation field of the source so that the flux of heavier nuclei decreases with energy beyond the knee whereas protons lose energy by photo-meson production.

A major problem with the standard scenario of diffusive shock acceleration of cosmic rays in SNRs is that a cosmic ray particle can hardly attain the knee energy under this SNR shock acceleration scenario. Such a problem can be overcome in the Cannonball model (Dar & Plaga 1999; Plaga 2002; Dar 2005; de Rújula 2005) in which masses of baryonic plasma or the so-called cannonballs, ejected ultra-relativistically in bipolar SN explosions, are considered to be universal sources of hadronic galactic cosmic rays. In this model, the knee corresponds to the maximum energy gained by nuclei through elastic magnetic scattering of ambient particles from the interstellar medium (ISM) in the cannonball while reacceleration of cosmic rays by cannonballs from other SN explosions causes the extra steepness above the knee.

There is also a proposal of explaining the knee based on a change in the characteristics of high energy interactions (Nikolsky & Romachin 2000). In this model the knee is not a feature of the primary cosmic ray energy spectrum itself, but is caused by the change in high-energy interaction characteristics, either producing a new type of a heavy particle unseen by air shower experiments, or an abrupt increase in the multiplicity of produced particles. However, this proposal has been ruled out at present as the assumed interaction features have not been observed in the Large Hadron Collider experiment.

None of the prevailing models of the knee are free from problems. If the knee corresponds to a break in the proton spectrum, either because it is the maximum energy to which the proton can be accelerated in a galactic cosmic ray source or due to the start of proton leakage from the galaxy at this energy with or without modifications to the sharp knee, then there should be an Fe knee around $10^{17}$ eV. Hence a special variety of SNe or some other type of galactic or extragalactic source has to be invoked as a generator of cosmic rays between $\sim 10^{17}$ eV and the ankle or galactic-extragalactic transition should occur around $10^{17}$ eV. The problem with the latter proposal is that it requires fine-tuning to match both the flux and energy at the point where take over occurs. The Cannonball model also suffers the same fine tuning problem at the knee energy. There are other problems such as lower than expected observed gamma ray fluxes from SNRs. The dilemma of the knee thus still continues.

The viable sources of cosmic rays include SNRs, pulsars, gamma ray bursts (GRBs), active galactic nuclei (AGNs), etc. Whatever may be the sources, there is little doubt that they are products of the stellar evolution process. An interesting fact is that the zero age mass spectrum of stars also exhibits power law behavior (Salpeter 1955; Kroupa 2002; Massey et al. 1995). This immediately suggests that the cosmic ray energy spectrum might have some connection with the mass distribution of the progeni-
tor of their sources. In the present work we explore the idea and propose a model for the cosmic ray origin in which the knee of the primary cosmic ray energy spectrum at \( \sim 3 \) PeV is a consequence of mass distribution of the progenitor of cosmic ray sources. The proposed model is free from any fine tuning problem and it also overcomes the issue of maximum attainable energy.

The organization of the article is as follows. The model proposed in this work is presented in the next section. The outcome of the present model is discussed in Section 3. The results of the model are compared with observations in Section 4. Finally the results are concluded in Section 5.

2 THE PROPOSED MODEL

Here we propose a model of the origin of cosmic rays in which there is a single class of major cosmic ray sources in the galaxy.

The basic conjectures of the present model are the following:

1. Cosmic rays, at least up to the ankle energy, are produced either in gravitational explosions (core collapse) of massive stars that lead to formation of black holes (BHs) rather than neutron stars (NSs), or in accretion onto BHs. No other type of galactic or extragalactic source dominates at least up to the ankle energy. Here we have not identified the source. The probable candidate sources of cosmic rays include hypernovae, AGNs and GRBs.

2. Particles are accelerated by expanding shock waves up to a maximum energy \( E_{\text{max}} \). The maximum attainable energy \( E_{\text{max}} \) is, however, not the same for all the sources (of the same kind) but, depending on energy released in explosion/accretion, it has a range. The minimum \( E_{\text{max}} \) that is possible for cosmic ray sources is equal to the knee energy. We shall argue in the following section that the correspondence of minimum \( E_{\text{max}} \) with the knee energy is quite plausible and suggestive.

The observed cosmic ray luminosity demands that the cosmic ray sources must be energetically very powerful and are most likely to be powered by gravitational energy. The gravitational collapse that ultimately leads to the formation of a BH or accretion onto a BH is expected to release the maximum gravitational energy. This is the reason for considering the first conjecture. The maximum energy that a cosmic ray particle can attain in shock acceleration usually depends on the explosion energy. Since a BH has no limiting mass, energy released in BH formation should vary with progenitor mass and hence the maximum attainable energies of cosmic ray particles are expected to vary rather than having a fixed value. Essentially, this is the logic behind the second conjecture.

2.1 The Progenitor Connection

Perhaps the occurrence of relativistic shock and non-relativistic shock depends on whether a BH or an NS is formed in the stellar evolution processes. Through stellar core collapse, progenitor stars with \( M < 20 M_\odot \) are supposed to give rise to a BH or white dwarf whereas stars more massive than 20 to 25 \( M_\odot \) form a BH (Fryer 1999; Fryer & Heger 2000; Fryer 2003), though such an end point fate also depends on metallicity (Heger et al. 2003). The formation of an NS is usually associated with an SN explosion. The masses of white dwarfs and NSs have to be within the Chandrasekhar limit and Oppenheimer-Volkoff limit respectively. Consequently, the energy released in all ordinary SN explosions is nearly the same. Since a BH has no such upper mass limit, the energy released in the core collapse of massive stars leading to BHs should depend on the mass of the progenitor star.

The gravitational collapse of massive stars to BHs involves some complex, still poorly understood aspects of stellar physics. In the collapsar mechanism (Woosley 1993), a BH is formed when the collapse of a massive star fails to produce a strong SN explosion, leading to its ultimate collapse into a BH. If the stellar material falling back and accreting onto the BH has sufficient angular momentum, it can hang up, forming a disk. This disk, by neutrino annihilation or magnetic fields, is thought to produce the jets which finally results in AGNs or hypernovae.

In the gravitational collapse of a spherical mass distribution with rest mass \( M \) leading to formation of a BH, the maximum energy of extraction out of the collapse will be (Ruffini & Vitagliano 2003; Christodoulou & Ruffini 1971),

\[
E_{\text{max}} = \frac{M c^2}{2}. \tag{1}
\]

During the final stages of stellar evolution, a massive star loses a significant amount of mass. But if a BH is formed, stellar material is likely to fall back and accrete onto the BH (Woosley 1993). The mass of the final produced BH is thus expected to increase linearly with the mass of the progenitor, and hence the distribution of released energy is expected to follow the mass distribution of progenitors.

Instead of a collapse and resulting explosion, a large amount of energy can also be released through the accretion process. The Eddington limit, the maximum steady-state luminosity that can be produced, is given by \( L_{\text{ed}} = 4\pi G M m_p c / \sigma_T \) where \( M \) is the mass of the BH, \( m_p \) is the proton mass and \( \sigma_T \) is the Thomson cross section. The luminosity is thus also proportional to the mass of the BH.

3 OUTCOMES OF THE PROPOSED MODEL

We shall now explore the outcomes of the proposed model regarding the main cosmic ray observables such as luminosity, maximum attainable energy, energy spectrum and nuclear composition.
3.1 The Cosmic Ray Luminosity

The average energy released in BH formation should be around $5 \times 10^{53}$ erg as per Equation (1), which is more than two orders higher than that released in an SN explosion. Stars more massive than 20 to 25 $M_{\odot}$ usually form a BH. The rate of stars having $M > 20 M_{\odot}$ is $2 \times 10^{-3}$ yr$^{-1}$. However, not all massive stars will end up as BHs. If we denote the probability of BH formation for a star more massive than $20 M_{\odot}$ as $\rho_{BH}$, the total energy released in BH production during the cosmic ray confinement period of about $10^9$ years in the galaxy is about $\rho_{BH}10^{53}$ erg. This yields a luminosity of $3\rho_{BH}\zeta \times 10^{43}$ erg s$^{-1}$, where $\zeta$ is the efficiency of conversion of explosion energy into cosmic ray energy. Typically $\zeta$ ranges from 0.01 to 0.1 whereas $\rho_{BH}$ may be taken as 0.5 (Clausen et al. 2015).

3.2 The Maximum Attainable Energy

The maximum energy that a particle with charge $Ze$ can attain in a bulk magnetized flow on a scale $R_s$, with velocity $c/\beta_s$ and magnetic field $B$, is (Hillas 1984)

$$E_{max} = ZeB\Gamma_s\beta_s R_s,$$

which falls short of the knee by about one order of magnitude. Energy released in BH formation explosions is at least two orders higher than that in SN explosions. Moreover, as stated before, for relativistic shock acceleration $E_{max}$ will be a factor $\Gamma_s$ higher. Hence the minimum $E_{max}$ for an explosion that produces a BH should be a few PeV.

An important question for such an explosion that forms a BH in terms of the origin of cosmic rays is whether or not $E_{max}$ could reach the ankle energy. Unlike the almost constant energy released in SN explosions, energy output in such a scenario varies and it may increase at least two orders higher than its minimum value. Such high energy events are expected to occur in a more rarefied medium. Hence it is very likely that the maximum $E_{max}$ will exceed the ankle energy.

Interestingly, the AGN minimum $E_{max}$ is about 3 PeV (Stecker et al. 1991) which is the knee energy and the maximum $E_{max}$ can be many orders higher than that owing to the wide range of luminosities of AGNs.

3.3 Energy Spectrum

In the proposed model, cosmic rays are accelerated in diffusive relativistic shock acceleration. The energy spectrum of accelerated particles in each source is, therefore, given where $\Gamma_s$ is the Lorentz factor of the relativistic shock wave. This value of $E_{max}$ is a factor $\Gamma_s$ larger than that obtained from the Hillas condition. In a BH formation scenario, a fraction of all kinetic energy carries debris ejected with the largest Lorentz factor, thereby generating gamma ray emission in the form of a burst, but the bulk of ejecta is less relativistic or even sub-relativistic. Note that if $\sim 10 M_{\odot}$ is given $\sim 10^{54}$ erg then the typical velocity of the mass would be $10^{10}$ cm, i.e. $c/3$. GRBs are likely to occur in BH formation collapse and a hint on typical values of $\Gamma_s$ may be found from GRBs. The GRB observations suggest the minimum $\Gamma_s$ of the burst is a few tens (Racusin et al. 2011; Lithwick & Sari 2001; Zou et al. 2011). Therefore, the minimum $E_{max}$ for a BH producing an explosion should be a few PeV.

Let us consider a more rigorous description. In the standard scenario the acceleration of cosmic rays occurs at (non-relativistic) shocks of isolated SNRs. The maximum energy that can be attained by a cosmic ray particle in an ordinary SNR when the remnant is passing through a medium of density $N_H$ cm$^{-3}$ is (Fichtel & Linsley 1986; Biermann 1993; Berezhko & Ksenofontov 1999)

$$E_{max} \simeq 4 \times 10^5 Z \left( \frac{E_{SN}}{10^{51} \text{ erg}} \right)^{1/2} \left( \frac{M_{ej}}{10 M_{\odot}} \right)^{-1/6} \left( \frac{N_H}{3 \times 10^{-3} \text{ cm}^{-3}} \right)^{-1/3} \left( \frac{B_0}{3\mu G} \right) \text{ GeV},$$

by a power law

$$\frac{dn}{dE} = AE^{-\gamma},$$

with $\gamma$ around 2.2, and $A$ the normalization constant

$$A \equiv \frac{\epsilon}{(\gamma - 2)(E_{min}^{-\gamma + 2} - E_{max}^{-\gamma + 2})},$$

where $E_{min}$ and $E_{max}$ are respectively the minimum and maximum attainable energies of cosmic ray particles in the source.

The sources do not all have the same $E_{max}$. Above the minimum possible $E_{max}$, which we denote as $E_{min}^{max}$, the spectrum will be modified due to the distribution of $E_{max}^{max}$. To get the spectrum beyond $E_{min}^{max}$ we need to obtain the maximum energy distribution of the cosmic ray sources from the mass distribution of their progenitors. The calculation involves a sequence of steps. Using the expression for explosion energy as a function of progenitor mass as obtained in the previous section, we convolve the resulting explosion energy-progenitor mass relation with the initial mass function of the progenitors to obtain the explosion energy distribution. Subsequently using the relation of maximum energy that a cosmic ray particle may attain in the relativistic shock acceleration process with explosion energy, we derive the maximum energy distribution for main cosmic ray sources. Using such a distribution we obtain the energy spectrum of cosmic rays beyond the $E_{min}^{max}$.
The stellar initial mass function, or distribution of masses with which stars are formed, can be represented by a declining power law

$$\frac{dn}{dM} \propto M^{-\alpha},$$

(6)

with the universal (Salpeter) value of the exponent $\alpha = -2.35$ over the whole mass range above $3 M_\odot$ (Salpeter 1955; Kroupa 2002; Massey et al. 1995). Since explosion energy ($\epsilon$) scales linearly with $M$, the expected explosion energy distribution of massive progenitor stars is also represented by $\frac{dn}{d\epsilon} \propto \epsilon^{-\alpha}$.

The Lorentz factor of a relativistic shock is nearly equal to the initial Lorentz factor of the jet, i.e., $\Gamma_s \approx \gamma_0$.

The relativistic shock waves must carry a significant fraction of the explosion energy which is subsequently converted to energies of cosmic rays. Hence, $\Gamma_s$ should be proportional to explosion energy. On the other hand, $E_{\text{max}}$ is also proportional to $\Gamma_s$. So for the proposed model, $E_{\text{max}} \propto \epsilon$. Thus we have

$$\frac{dn}{dE_{\text{max}}} \propto E_{\text{max}}^{-\alpha}.$$  

(7)

Therefore, the number of sources having $E_{\text{max}} \geq E$ is $N(E) \propto E_{\text{max}}^{-\alpha+1}$. As the minimum $E_{\text{max}}$ of a source is equal to $E_{\text{min}}^{\text{max}}$, all such sources will contribute to cosmic ray flux when cosmic ray energy is below or equal to $E_{\text{min}}^{\text{max}}$. However, for energies above $E_{\text{min}}^{\text{max}} (E > E_{\text{min}}^{\text{max}})$, only sources having $E_{\text{max}} \geq E$ will contribute. The resultant cosmic ray spectrum above $E_{\text{max}}$ will be

$$\frac{dn}{dE} = \int_E^{E_{\text{max}}} \frac{dn}{dE_{\text{max}}} A E^{-\gamma} dE_{\text{max}} \propto E^{-\gamma-\alpha+2}. $$

(8)

Therefore, beyond $E_{\text{min}}^{\text{max}}$, the spectrum should steepen by 0.35 in spectral index as observed. Note that the difference in the exponent of energy by one between the above equation and Equation (3) of Kachelrieß & Semikoz (2006). There the power law distribution of the maximum attainable energy of sources was assumed, due to the fact that our normalization constant $A$ is proportional to the explosion energy (and hence to the maximum attainable energy), unlike the normalization constant that is independent of explosion energy that was adopted in Kachelrieß & Semikoz (2006).

### 3.4 Mass Composition

According to the proposed model, cosmic rays below and just above $E_{\text{min}}^{\text{max}}$ are produced in explosions that form a BH comparable to the progenitor’s mass. Hence there should not be any abrupt change in mass composition through the $E_{\text{min}}^{\text{max}}$. In this model, higher energy particles originate from the sources with heavier progenitors. Since a BH is the last stage of evolution for massive stellar objects, the composition is unlikely to change much for BHs from heavier progenitors. Therefore, the resulting composition of accelerated cosmic rays in the proposed model is expected to remain almost unaltered with energy or may become slightly heavier at higher energies.

### 4 DISCUSSION

We shall now compare the outcomes of the proposed model against the observational features of cosmic rays.

The conventional estimate of cosmic ray luminosity in our galaxy is $\sim 5 \times 10^{40}$ erg s$^{-1}$. As shown in the previous section, the proposed model yields a cosmic ray luminosity equal to $3 \rho_{\text{BH}} \zeta \times 10^{43}$ erg s$^{-1}$. Typically $\zeta$ ranges from 0.01 to 0.1 whereas $\rho_{\text{BH}}$ is around 0.5 (Clausen et al. 2015). Therefore, the power from explosions that produce BHs in the galaxy satisfies the power requirement for accelerating all galactic cosmic rays. Note that with the rate of occurrence of one per thirty years and the average energy released in each SN explosion of around $10^{51}$ erg, SNRs satisfy the energy budget for observed cosmic rays (and hence are favored as the main source of cosmic rays) provided the energy conversion efficiency parameter $\zeta$ is relatively higher, around 0.1 to 0.2.

The maximum energy that can be attained by a cosmic ray particle in relativistic shock acceleration under the framework of the proposed model varies from source to source (of the same kind). Because of the relativistic effect (through the Lorentz factor) and owing to the much larger explosion energy, the minimum $E_{\text{max}}$ for cosmic rays is found to equal a few PeV as shown in the previous section, which can be identified as the knee energy. Interestingly, the minimum $E_{\text{max}}$ for an AGN is about 3 PeV (Stecker et al. 1991), whereas the maximum $E_{\text{max}}$ is found to exceed even the ankle energy. So, the maximum attainable energy requirement is satisfied in a generic way. In contrast, the maximum energy that can be attained by a cosmic ray particle in an ordinary SNR is 0.3 PeV which falls short of the knee by about one order of magnitude unless the idea of magnetic amplification is invoked. Even with magnetic amplification, it is difficult to exceed 100 PeV and thereby a new source with an unknown nature is required between 100 PeV and the ankle energy.

Since the proposed model relies on standard shock acceleration theory, the overall cosmic ray production spectrum will follow a power law behavior with spectral index equal to $-2.2$. Due to diffusive propagation of cosmic rays through the ISM, the slope of the spectrum recorded at Earth should steepen to $\sim 2.7$ till the knee of the spectrum, and the knee should be as sharp as observed. Above the knee, the spectrum will be modified by 0.35 due to the distribution of $E_{\text{max}}$ as demonstrated in Section 3.3. Thus
the proposed model explains well the observed features of the energy spectrum of primary cosmic rays.

With respect to the mass composition of cosmic rays, particularly above the knee energy, the composition predicted by the model is similar to that of the Cannonball model but different from the prediction of the SN model that has a cosmic ray origin.

Very recent findings by the KASCADE-GRANDE collaboration regarding the existence of an Fe-knee around 80 PeV along with the composition scenario that is dominated by heavier particles (Apel et al. 2013, 2012, 2011), together with earlier results of the KASCADE experiment for a proton knee at 3 PeV (Apel et al. 2009), do not support the composition picture predicted by the proposed model. Importantly in the overlapping energy region around 1 EeV, the composition scenario inferred from the KASCADE-GRANDE or ICETOP findings, with a mixed composition having nearly the same contribution from protons and iron nuclei (Apel et al. 2009), is not in agreement with a proton dominated chemical composition that emerged from observations at the Pierre Auger Observatory (Abraham et al. 2010), HiRes (Abbas et al. 2008, 2004) and Telescope Array (Tsunesada 2011; Jui & Telescope Array Collaboration 2012). This only shows the difficulty in estimating primary masses from air shower experiments that rest on comparisons of data with EAS simulations where the latter requires hadronic interaction models as input, which are still uncertain to a large extent at present. Moreover, the uniqueness of solutions of primary energy spectra in the knee region from EAS data is also questioned (Ter-Antonyan 2007). It is expected that the mass composition scenario predicted by the present model will motivate newer experiments, exploiting both muon to electron content ratio and optical techniques, to establish unambiguous cosmic ray mass composition in the knee region and in particular to confirm the KASCADE-Grande results including the Fe-knee.

An important question is to identify the sources, or more precisely identifying the gravitational explosions, that lead to formation of BHs. The viable galactic sources resulting in BH formation include Type 1b/1c SNe and hypernovae, whereas GRBs and AGNs seem to be possible extragalactic sources. The observed rate of Type 1b and 1c SNe is around $10^{-3} \text{ yr}^{-1}$ which is close to the rate of stars having mass greater than 20 $M_{\odot}$. Radio observations suggest that about 5% of Type 1b/1c SNe can be produced in GRBs (Berger et al. 2003). Earlier, Sveshnikova demonstrated that hypernovae can satisfy the power requirement for accelerating all galactic cosmic rays (Sveshnikova 2004) assuming the rate of hypernovae is about $10^{-4} \text{ yr}^{-1}$. The extragalactic origin of cosmic rays is usually considered to be unlikely on energetic grounds. However, such a problem can be circumvented by employing the flux trapping hypothesis as proposed in (Plaga 1998; Burbidge 1962). Hence the possibility of a GRB/AGN as the sole kind of dominant source of cosmic rays cannot be totally ruled out from an energetic consideration.

5 CONCLUSIONS

In summary, the proposed speculative BH based model of the origin of cosmic rays can account for all the major observed features of cosmic rays without any serious contradiction to observational results. The knee of the energy spectrum has been ascribed as a consequence of the mass distribution of the progenitor of the cosmic ray source. Such a philosophy seems applicable to the Cannonball model of cosmic ray origin, replacing the original proposal of second order Fermi acceleration of cosmic rays by Cannonballs of other SN explosions as the cause of spectral steepening above the knee (Dar & Plaga 1999; Plaga 2002; Dar 2005; de Rújula 2005). Precise measurement of the primary mass composition can be used to discriminate the proposed model from most of the standard prevailing models of the cosmic ray knee. No definite cosmic ray sources could be identified at this stage within the framework of the proposed model, which would be an important future task for further development of the proposed model.
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