Chapter 4

DESIGN OF EXPERIMENTS

4.1 STRATEGY OF EXPERIMENTATION

Experimentation is an integral part of any human investigation, be it engineering, agriculture, medicine or industry. An experiment can be defined as a test or series of tests in which purposeful changes are made to the input variables of a system/process so that we may observe, identify and analyze the reasons for change that may be observed in the output parameters. In general experiments are used to study the performance of processes and systems which can be represented by a general model as shown in figure 4.1. Some of the process variables are controllable whereas others are uncontrollable. The main objective of experimentation is to determine the influence of these process variables on the output variables. The general approach to planning and conducting the experiment is called the strategy of experimentation.

![Figure 4.1 General model of a process](image-url)
4.2 DESIGN OF EXPERIMENTS (DOE)

To use statistical approach in designing and analyzing an experiment it is necessary to have a clear idea in advance of exactly what is to be studied, how the data are to be collected and at least a qualitative understanding of how these data are to be analyzed. Design of experiments (DOE) is a structured, organized method of conducting experiment that is used to determine the relationship between the different factors affecting a process. It helps in drawing valid inferences on the unknown parameters based on the data collected after experimentations.

The science of statistical design of experiments (DOE) was first originated by Sir Ronald Fisher, 1920 along with Frank Yates, who proposed the basic principles of experimentation and the data–analysis technique called Analysis of Variance (ANOVA), applying matrices to aid in the discipline, precision, and productivity and optimizing agricultural performance. DOE involves a well planned set of experimental runs, in which all parameters of interest are varied over a specified range, which is based on the preliminary experiments and a systematic data results. The analysis based on the DOE is not very much easy for the researcher unless the application of statistics, mathematics is applied, thus inferring the effects of various parameters on the observed data is apparent. The use of statistical methods is prominent for analyzing and interpreting the results of experimental runs from observant data. Statistical methods offer the only sound and logical means of treatments (parameter levels), a technique that must be known to every researcher’s/ scientists in industry to deal effectively with the problems.

The classical design of experiment approach called the one factor at a time approach was where one variable being studied while the other variables were held
constant. The major disadvantage of this approach was that it was inefficient and suffers from the inability to assess interactions among the variables. Furthermore, a large number of experiments have to be carried out as the number of the process parameters increases. The correct approach for dealing with several factors is factorial designs. This is an experimental strategy in which factors are varied together and it allow for the efficient testing of the main effects of the variables as well as the interaction effects among the variables. Interpretation of the data obtained from factorial designs is often accomplished using analysis of variance (ANOVA). Factorial designs coupled with analysis using ANOVA enable the experimenter to determine all main effects (i.e. the effect on the process of changing one variable) and all interaction effects (the effect on the process of the interaction of several variables).

A combination of the levels of all the factors involved in the experiment is called a treatment combination. A factorial experiment involves all (or a chosen few) of the treatment combinations. A factorial experiment is said to be complete if every treatment combination is used in the experiment at least once. Also, if all the factors involved in a factorial experiment have the same number of levels, the experiment is called a symmetric factorial experiment; otherwise, the experiment is called a asymmetric or mixed level experiment. The problem with a complete factorial experiment is that the number of experimental units needed to conduct the experiment increase rapidly with the increase in the number of factors and number of levels. For example, even with ten factors at two levels of each, there are as many as \(2^{10} = 1024\) treatment combinations and complete factorial experiments will involve at least 1024 experimental units. Due to cost and other constraints, such a large experiment is infeasible in many experimental
situations, especially in industrial and engineering experimentation. Alternatively, one can experiment with only a subset of the set of all treatment combinations. An experimental strategy with a subset of treatment combinations that allows drawing of inferences on relevant factorial effects is called fractional replication or, fractional factorials. An important class of fractional factorial plans is one that is based on orthogonal arrays.

In 1980’s Taguchi suggested highly fractional designs and other orthogonal arrays along with some novel statistical methods for solving engineering problems. He devised special method which uses specially designed orthogonal arrays to study the entire parameter space with only a small number of experiments. This technique helps the researcher to determine the possible combinations of factors and to identify the best combination to achieve improvements in product quality and process efficiency. In performing a designed experiment, changes are made to the input variables and the corresponding changes in the output variables are observed. The input variables are called factors and the output variables are called response. Each factor can take several values (levels) during the experiment.

Applying DOE to monitor the process characteristics in EDM is very much appropriate, since it provides the best setting of EDM parameters to fulfill the multi-objectives response parameters. Yang and Tarng [77], Ghani et al. [78], Wu and Chang [79], Chang and Kuo [80], Liu et al. [81] applied the Taguchi methodology to different processes like turning, end milling, die casting, laser assisted machining and electro deposition respectively and found promising results. Lee and Yur [2], Lin et al. [33], Simao et al. [46], Marafona and Wykes [56], George et al. [82], Lin et al. [83] and
Prihandana et al. [84] employed Taguchi methodology to obtain the characteristics of EDM process. Most of EDM experiments were done by using this method because of the number of experiments can be reduced since EDM process involves many parameters.

### 4.3 TAGUCHI METHOD

Taguchi methods are statistical methods developed by Genichi Taguchi to improve the quality of manufactured goods, and more recently also applied to marketing, advertising, biotechnology, engineering and manufacturing. Dr. Genichi Taguchi developed a robust parameter design method based on the orthogonal array experiments which gives much reduced variance for experiment with optimum settings of control parameters. In fact, it is a very useful tool for reducing variation and improved products/processes quality. This method is devised for process optimization and identification of optimal combinations of factors for selected response parameters. As a result, the Taguchi method has become a powerful tool in the design of experiment methods [85].

Taguchi distinguishes between various types of factors; the main types being control factors and noise factors. Control factors are those factors that can be set at specified levels during the production process they are in fact the input applied to the system in a controlled way to study their influence and control on the responses whereas a noise factor is anything that causes a measurable product or process characteristic to deviate from its target value they are not controllable and their influences are not known. The purpose then is to learn through an experiment, how changes in the setting of the control factors affect the average quality of a product and how they affect the product’s robustness to noise factors.
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The Taguchi experimental design is a special subset of a fractional factorial design. A full factorial design is normally easy to design. The methods to construct fractional factorial design are however complex and consistency between designs is not guaranteed with traditional methods. Taguchi constructed a special set of orthogonal arrays (OA) to assist in designing fractional factorial experiments. By combining orthogonal Latin squares in a unique manner, Taguchi prepared a new set of standard OA. The arrays published by Taguchi ensure that experimenters will design almost identical experiments. The techniques used to analyze the data from a Taguchi experiment are exactly the same as those used for any fractional factorial design.

The first step in the Taguchi experimental design is to determine the number of parameter that needs to be evaluated. From this an appropriate OA is selected and the experiments are performed [85]. The convention for naming the fractional factorial orthogonal is given as:

$$L_a(b^c)$$

Where,

a= No. of experimental runs
b= No. of levels for each factor
c= No. of columns in each array

Taguchi used the term parameter design for experiments aimed at selecting the optimal levels of the control factors to study the individual effects of these, as also to study the interaction between control and noise factors; the current terminology for such design is robust design.
The fundamental principle of Robust design is to improve the quality of a product by minimizing the effect of the causes of variation without eliminating the causes, which is achieved by optimizing the product and process designs to make the performance minimally sensitive to the various causes of variation, a process called parameter Design. The Robustness Strategy uses five primary tools:

1. P-Diagram (Figure 4.2) is used to classify the variables associated with the product into noise, control, signal (input), and response (output) factors.

![Figure 4.2 Parameter diagram (P-diagram) of a process/system](image)

2. Orthogonal arrays are used for gathering dependable information about control factors (design parameters) with a small number of experiments.
3. Ideal function is used to mathematically specify the ideal form of the signal-response relationship as embodied by the design concept for making the higher-level system work perfectly.
4. Signal-to-Noise ratio is used for predicting the field quality through laboratory experiments.
5. Quadratic loss function (also known as quality loss function) is used to quantify the loss incurred by the user due to deviation from target performance.

4.3.1 Orthogonal array

The Taguchi design of experiment makes use of Orthogonal arrays (OA) to help design the experiment. It is a systematic approach to investigation of a system (products/processes) which involves a series of structured experimental runs that are designed in which planned changes are made to the input variables, and their effects on the response variable are analyzed. By combining the orthogonal Latin squares in a unique manner Taguchi prepared a set of common orthogonal arrays. These are a set of tables of numbers, each of which can be used to lay out experiments for a number of experimental situations.

Orthogonal arrays make it possible to carry out fractional factorial experiments in order to avoid numerous experimental works as well as to provide shortcuts for optimizing factors. The orthogonal arrays are determined by the number of factors and levels considered in the process. An orthogonal array selector assists in determining how many experimental runs are required to be performed, and the factor levels for each parameter in each run / trial. Appropriate orthogonal selection depends on total degrees of freedom (DOF) in experiment. The degrees of freedom are defined as the number of comparisons between process parameters that need to be made to determine which level is better and specifically how much better it is. DOF is the minimal number of comparisons between levels of factors or interactions in order to improve process characteristics. DOF can be calculated as:
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- DOF of a factor = number of levels of the factor – 1
- DOF of a column = number of levels of the column – 1
- DOF of an array = total of all column DOFs for the array
- DOF of an experiment = total number of results of all trials – 1

4.3.2 Signal-to-Noise (S/N) ratio

In the Taguchi experiment design, a loss function is used to calculate the deviation between the experimental value and the desired value. The loss function is further transformed into utility function. The utility function developed by Taguchi is called the Signal-to-Noise (S/N) ratio to determine the statistical performance characteristic deviating from the desired value.

There are three standard types of S/N ratios depending on the desired performance response:

- Lower the better (for making the system response as low as possible)
- Nominal the best (for reducing variability around a target)
- Higher the better (for making the system response as high as possible)

The S/N ratio for the \( i^{th} \) performance characteristic in the \( j^{th} \) experiment can be expressed as:

- Lower the better (for making the system response as low as possible):

\[
(S/N)_{ij} = -10 \times \log_{10} \left( \frac{1}{n} \sum_{k=1}^{n} y_{ijk}^2 \right) \quad (1)
\]

- Higher the better (for making the system response as high as possible):

\[
(S/N)_{ij} = -10 \times \log_{10} \left( \frac{1}{n} \sum_{k=1}^{n} \frac{1}{y_{ijk}} \right) \quad (2)
\]
Where:

\[ n = \text{the number of tests} \]

\[ y_{ijk} = \text{experimental value of } i^{th} \text{ performance characteristic in the } j^{th} \text{ experiment at the } k^{th} \text{ test.} \]

The properties of ideal signal-to-noise metric are as follows:

1) The S/N ratio reflects the variability in the response of a system caused by noise factors.

2) The S/N ratio is independent of the adjustment of the mean.

3) The S/N ratio used for comparative objective measures relative quality.

The objective of S/N analysis is to determine the most optimum set of the operating conditions, from variations of the influencing factors within the results.

The results of the experiments are analyzed to achieve the following objectives:

- To establish the best or optimal condition for the product or process.
- To establish the contribution of individual factors.
- To estimate the response under optimal conditions.

A commonly applied statistical treatment for analysis of experimental results is Analysis of Variance (ANOVA). ANOVA is used to analyze the results of the OA experiment in product design, and to determine how much variation each quality-influencing factor has contributed. ANOVA is a statistical technique that identifies factors significantly affecting the experimental results. ANOVA consists of the following:

1) Summing squares for distributions of all characteristic values (experimental data).

2) Unbiased variance.
(3) Decomposing this total sum into the sums of squares for all factors used in the experiment.

(4) Calculating unbiased variances through the sums of squares for all factors over their DOF.

(5) Calculating the variance ratio $F_0$ by dividing each unbiased variance by the error variance.

(6) Searching which factors significantly affect experimental results by analyzing the error variance.

The application steps for design of experiments (DOE) using Taguchi methodology deals with the following:

1. Planning (To evaluate the objectives, factors involved in the project etc.)
2. Designing experiments (Based on factors and levels identified in the planning step).
3. Running experiments (The experimental run is performed on the basis of designed experiment)
4. Analysis of results (The experimental results are analyzed to provide information in the following steps):
   a) Main effects.
   b) ANOVA (Analysis of Variance)
   c) Optimum condition
   d) Conclusions
5. Running confirmation tests (To perform confirmation experiments so as to check the repeatability of the results)
Figure 4.3 shows the detailed flowchart which indicates various steps involved in Taguchi method viz problem identification, brain storming session, experimental design, experimental run, analysis of results and confirmation runs.