CHAPTER II

STEADY STATE ANALYSIS OF A BULK ARRIVAL GENERAL BULK SERVICE QUEUEING SYSTEM WITH MULTIPLE VACATIONS AND CLOSEDOWN TIMES*

A computational analysis of steady state probabilities of bulk service queues and related non bulk queues was studied by Chaudhry et al. [17]. They illustrated a technique for evaluating steady state probabilities and moments for the number of customers in system or queue at numerically different time epochs. Lee et al.[60] discussed a control policy for the $M^X/G/1$ queueing system. A single server $M/G/1$ queue with server's vacation and setup times was analysed by Bischof [11].

Queueing systems with arrival and services in batches of variable size were studied by Borthakur and Medhi [13], using supplementary variable technique. They also derived the queue length distribution for the $M^X/G(a, b)/1$ model. Chae and Lee [15] analysed a $M^X/G/1$ vacation model with N-policy and discussed heuristic interpretation of mean waiting time.

* Content of this chapter with the title Analysis of a bulk queue with multiple vacations and closedown times has been published in International Journal of Information and Management Sciences, 15(1), 2004, 45-60.
This chapter deals with the analysis of a single server queueing system with Poisson bulk arrival, general bulk service, multiple vacations and closedown times. Server vacation models are useful for the system in which the server wants to utilise the idle time for different purposes. Application of vacation models can be found in production systems, designing local area networks and data communication systems.

In this chapter, a Steady State Analysis of a Bulk Arrival General Bulk Service Queueing System with Multiple Vacations and Closedown Times is considered. It is assumed that, after completing a service, if the queue length is less than ‘a’, the server performs closedown work (such as arranging the finished products). After completing the closedown work, the server leaves for a vacation of random length, irrespective of the queue length. After a vacation, if the queue length is still less than ‘a’, the server leaves for another vacation and so on, until he finds at least ‘a’ customers waiting for service. After a vacation, if the server finds at least ‘a’ customers waiting for service, say \( \xi \), then he serves a batch of \( \min(\xi, b) \) customers, where \( b \geq a \).
A practical situation exists in a Globe Valve manufacturing industry where the single server model is applied. In Globe Valve manufacturing industry, after turning operation, the components arrive from job shop in batches to CNC turning center, for facing and turning processes. The operator of CNC turning center starts the process only if the minimum batch quantity is available. After processing a batch, if the number of components is not sufficient to process, then the operator leaves for arranging the tooling, writing the coding etc., to utilise his idle time. Before leaving, the operator must perform various types of work like closing the door, checking the tooling etc. When the operator returns to CNC turner, if the number of available
components is less than a batch quantity, he does secondary work repeatedly until he finds enough quantity.

For the proposed model, the probability generating function of the number of customers in the queue at an arbitrary time epoch is obtained, using supplementary variable technique. Expressions for expected queue length, expected length of idle period, expected length of busy period and expected waiting times are derived. A cost model of the queueing system is discussed. Numerical solution for particular values of parameters is presented.

2.1 Mathematical Model.

Let \( X \) be the group size random variable of the arrival, \( \lambda \) be the Poisson arrival rate, \( g_k \) be the probability that \( k \) customers arrive in a batch and \( X(z) \) be its probability generating function. Let \( S(.), V(.) \) and \( C(.) \) be the cumulative distributions of the service time, vacation time and closedown time, respectively. Let \( s(x), v(x) \) and \( c(x) \) be the probability density functions of service time, vacation time and closedown time, respectively. \( S^0(t) \) denotes the remaining service time of a batch in bulk service at an arbitrary time \( t \). \( V^0(t) \) and \( C^0(t) \) denote the remaining vacation time of a server and closedown time of a server at an arbitrary time \( t \), respectively. Let \( \tilde{S}, \tilde{V} \) and \( \tilde{C} \) denote the Laplace-Stiltjes transforms of \( S, V \) and \( C \), respectively. \( N_q(t) \) and \( N_s(t) \) are the number of customers in the queue and under service, respectively, at time \( t \).
The different states of the server at time 't' are defined as follows:

\[ Y(t) = 0, \text{ if the server is busy with bulk service} \]

\[ = 1, \text{ if the server is doing closedown job} \]

\[ = 2, \text{ if the server is on vacation.} \]

and define \( Z(t) = j \), if the server is on \( j^{th} \) vacation starting from the idle period.

To obtain system equations, the following probabilities are defined.

\[ P_{ij}(x, t) dt = P\{N_s(t) = i, N_q(t) = j, x \leq S^0(t) \leq x + dt, Y(t) = 0\}, \ a \leq i \leq b, j \geq 0 \]

\[ C_n(x, t) dt = P\{N_q(t) = n, x \leq C^0(t) \leq x + dt, Y(t) = 1\}, \ n \geq 0 \quad \text{and} \]

\[ Q_{jn}(x, t) dt = P\{N_q(t) = n, x \leq V^0(t) \leq x + dt, Y(t) = 2, Z(t) = j\}, \ n \geq 0, \ j \geq 1. \]

Now, the following equations are obtained for the queueing system, using supplementary variable technique:

\[ P_{i0}(x-\Delta t, t + \Delta t) = P_{i0}(x, t)(1-\lambda \Delta t) + \sum_{m=a}^{b} P_{i0}(0, t) s(x) \Delta t \]

\[ + \sum_{l=1}^{\infty} Q_{li}(0, t) s(x) \Delta t, \ a \leq i \leq b \]

\[ P_{ij}(x-\Delta t, t + \Delta t) = P_{ij}(x, t)(1-\lambda \Delta t) + \sum_{k=1}^{j} P_{ij-k}(x, t) \lambda g_k \Delta t, \ a \leq i \leq b-1, j \geq 1 \]

\[ P_{bj}(x-\Delta t, t + \Delta t) = P_{bj}(x, t)(1-\lambda \Delta t) + \sum_{m=a}^{b} P_{bm}(0, t) s(x) \Delta t \]

\[ + \sum_{k=1}^{j} P_{bj-k}(x, t) \lambda g_k \Delta t + \sum_{l=1}^{\infty} Q_{blj}(0, t) s(x) \Delta t, \ j \geq 1 \]
\begin{align*}
C_0(x-\Delta t, t + \Delta t) &= C_0(x, t)(1 - \lambda \Delta t) + \sum_{m=a}^{b} P_{m0}(0, t) c(x) \Delta t \\
C_n(x-\Delta t, t + \Delta t) &= C_n(x, t)(1 - \lambda \Delta t) + \sum_{m=a}^{b} P_{mn}(0, t) c(x) \Delta t \\
&\quad + \sum_{k=1}^{n} C_{n-k}(x, t) \lambda g_k \Delta t, \quad 1 \leq n \leq a-1 \\
C_n(x-\Delta t, t + \Delta t) &= C_n(x, t)(1 - \lambda \Delta t) + \sum_{k=1}^{n} C_{n-k}(x, t) \lambda g_k \Delta t, \quad n \geq a \\
Q_{10}(x-\Delta t, t + \Delta t) &= Q_{10}(x, t)(1 - \lambda \Delta t) + C_0(0, t) v(x) \Delta t, \\
Q_{1n}(x-\Delta t, t + \Delta t) &= Q_{1n}(x, t)(1 - \lambda \Delta t) + C_n(0, t) v(x) \Delta t \\
&\quad + \sum_{k=1}^{n} Q_{1-n-k}(x, t) \lambda g_k \Delta t, \quad n \geq 1 \\
Q_{j0}(x-\Delta t, t + \Delta t) &= Q_{j0}(x, t)(1 - \lambda \Delta t) + Q_{j-10}(0, t) v(x) \Delta t, \quad j \geq 2 \\
Q_{jn}(x-\Delta t, t + \Delta t) &= Q_{jn}(x, t)(1 - \lambda \Delta t) + Q_{j-1n}(0, t) v(x) \Delta t \\
&\quad + \sum_{k=1}^{n} Q_{j-n-k}(x, t) \lambda g_k \Delta t, \quad j \geq 2, 1 \leq n \leq a-1 \\
Q_{jn}(x-\Delta t, t + \Delta t) &= Q_{jn}(x, t)(1 - \lambda \Delta t) + \sum_{k=1}^{n} Q_{j-n-k}(x, t) \lambda g_k \Delta t, \quad j \geq 2, n \geq a 
\end{align*}

From the above equations, the steady state queue size equations are obtained as follows:

- \( P'_{i0}(x) = -\lambda P_{i0}(x) + \sum_{m=a}^{b} P_{mi}(0) s(x) + \sum_{l=1}^{\infty} Q_{l0}(0) s(x), \quad a \leq i \leq b \) \hspace{1cm} (2.1)

- \( P'_{ij}(x) = -\sum_{k=1}^{i} P_{i-jk}(x) \lambda g_k, \quad a \leq i \leq b-1, \quad j \geq 1 \) \hspace{1cm} (2.2)
- \( P_{bjo}(x) = -\lambda \ P_{bjo}(x) + \sum_{m=a}^{b} P_{m \ bjo} \ s(x) + \sum_{k=1}^{j} P_{bjo-k}(x) \lambda \ g_k + \sum_{l=1}^{\infty} Q_{l \ bjo} \ s(x), \)
  \( j \geq 1 \) (2.3)

- \( C'_0(x) = -\lambda \ C_0(x) + \sum_{m=a}^{b} P_{m \ 0} \ c(x) \) (2.4)

- \( C'_n(x) = -\lambda \ C_n(x) + \sum_{m=a}^{b} P_{m \ n} \ c(x) + \sum_{k=1}^{n} C_{n-k}(x) \lambda \ g_k, \)
  \( 1 \leq n \leq a-1 \) (2.5)

- \( C'_n(x) = -\lambda \ C_n(x) + \sum_{k=1}^{n} C_{n-k}(x) \lambda \ g_k \)
  \( n \geq a \) (2.6)

- \( Q'_{1 \ 0}(x) = -\lambda \ Q_{1 \ 0}(x) + C_0(0) \ v(x) \) (2.7)

- \( Q'_{1 \ n}(x) = -\lambda \ Q_{1 \ n}(x) + C_n(0) \ v(x) + \sum_{k=1}^{n} Q_{1 \ n-k}(x) \lambda \ g_k, \)
  \( n \geq 1 \) (2.8)

- \( Q'_{j \ 0}(x) = -\lambda \ Q_{j \ 0}(x) + Q_{j-1 \ 0} \ v(x), \)
  \( j \geq 2 \) (2.9)

- \( Q'_{j \ n}(x) = -\lambda \ Q_{j \ n}(x) + Q_{j-1 \ n}(0) \ v(x) + \sum_{k=1}^{n} Q_{j \ n-k}(x) \lambda \ g_k, \)
  \( j \geq 2, 1 \leq n \leq a-1 \) (2.10)

- \( Q'_{j \ n}(x) = -\lambda \ Q_{j \ n}(x) + \sum_{k=1}^{n} Q_{j \ n-k}(x) \lambda \ g_k, \)
  \( j \geq 2, n \geq a \) (2.11)

The Laplace-Stieltjes transforms of \( P_{i \ n}(x) \), \( Q_{j \ n}(x) \) and \( C_n(x) \) are defined as

\[ \widetilde{P}_{i \ n}(\theta) = \int_0^{\infty} e^{-\theta x} \ P_{i \ n}(x) \ dx, \quad \widetilde{Q}_{j \ n}(\theta) = \int_0^{\infty} e^{-\theta x} \ Q_{j \ n}(x) \ dx \quad \text{and} \]
\[ \widetilde{C}_n(\theta) = \int_0^{\infty} e^{-\theta x} \ C_n(x) \ dx. \]
Now, taking Laplace-Stieltjes transforms on both sides of the equation

(2.1) through (2.11), we get

\[ \theta \tilde{P}_{i,0}(\theta) - P_{i,0}(\theta) = \lambda \tilde{P}_{i,0}(\theta) - \sum_{m=a}^{b} P_{m,0}(\theta) \tilde{S}(\theta) - \sum_{l=1}^{\infty} Q_{i,0}(\theta) \tilde{S}(\theta), \]

\[ \text{a} \leq i \leq b \quad (2.12) \]

\[ \theta \tilde{P}_{i,j}(\theta) - P_{i,j}(\theta) = \lambda \tilde{P}_{i,j}(\theta) - \lambda \sum_{k=l}^{j} \tilde{P}_{i,j-k}(\theta) g_k, \quad \text{a} \leq i \leq b-1, \ j \geq 1 \quad (2.13) \]

\[ \theta \tilde{P}_{b,j}(\theta) - P_{b,j}(\theta) = \lambda \tilde{P}_{b,j}(\theta) - \left[ \sum_{m=a}^{b} P_{m,b+j}(\theta) + \sum_{l=1}^{\infty} Q_{1,b+j}(\theta) \right] \tilde{S}(\theta) \]

\[ - \lambda \sum_{k=1}^{j} \tilde{P}_{i,j-k}(\theta) g_k, \quad j \geq 1 \quad (2.14) \]

\[ \theta \tilde{C}_0(\theta) - C_0(\theta) = \lambda \tilde{C}_0(\theta) - \sum_{m=a}^{b} P_{m,0}(\theta) \tilde{C}(\theta) \]

\[ (2.15) \]

\[ \theta \tilde{C}_n(\theta) - C_n(\theta) = \lambda \tilde{C}_n(\theta) - \sum_{m=a}^{b} P_{m,n}(\theta) \tilde{C}(\theta) - \lambda \sum_{k=1}^{n} \tilde{C}_{n-k}(\theta) g_k, \quad 1 \leq n \leq a-1 \quad (2.16) \]

\[ \theta \tilde{C}_n(\theta) = C_n(\theta) = \lambda \tilde{C}_n(\theta) - \lambda \sum_{k=1}^{n} \tilde{C}_{n-k}(\theta) g_k, \quad n \geq a \quad (2.17) \]

\[ \theta \tilde{Q}_{1,0}(\theta) - Q_{1,0}(\theta) = \lambda \tilde{Q}_{1,0}(\theta) - C_0(\theta) \tilde{V}(\theta) \]

\[ (2.18) \]

\[ \theta \tilde{Q}_{1,n}(\theta) - Q_{1,n}(\theta) = \lambda \tilde{Q}_{1,n}(\theta) - C_n(\theta) \tilde{V}(\theta) - \lambda \sum_{k=1}^{n} \tilde{Q}_{1,n-k}(\theta) g_k, \quad n \geq 1 \quad (2.19) \]

\[ \theta \tilde{Q}_{j,0}(\theta) - Q_{j,0}(\theta) = \lambda \tilde{Q}_{j,0}(\theta) - Q_{j-1,0}(\theta) \tilde{V}(\theta), \quad j \geq 2 \quad (2.20) \]
\[ \theta \tilde{Q}_{n}(\theta) - Q_{n}(0) = \lambda \tilde{Q}_{n}(\theta) - \sum_{k=1}^{n} \tilde{Q}_{n-k}(\theta) g_{k}, \quad j \geq 2, 1 \leq n \leq a-1 \tag{2.21} \]

\[ \theta \tilde{Q}_{n}(\theta) - Q_{n}(0) = \lambda \tilde{Q}_{n}(\theta) - \sum_{k=1}^{n} \tilde{Q}_{n-k}(\theta) g_{k}, \quad j \geq 2, n \geq a \tag{2.22} \]

### 2.2 Queue Size Distribution

Lee [58] developed a new technique to find the steady state probability generating function of the number of customers in the system at an arbitrary time epoch. To apply the technique, the following probability generating functions are defined

\[ \tilde{P}_{i}(z, \theta) = \sum_{n=0}^{\infty} \tilde{P}_{i,n}(\theta) z^{n} \quad \text{and} \quad P_{i}(z, 0) = \sum_{n=0}^{\infty} P_{i,n}(0) z^{n}; \quad a \leq i \leq b \]

\[ \tilde{Q}_{j}(z, \theta) = \sum_{n=0}^{\infty} \tilde{Q}_{j,n}(\theta) z^{n} \quad \text{and} \quad Q_{j}(z, 0) = \sum_{n=0}^{\infty} Q_{j,n}(0) z^{n}; \quad j \geq 2 \]

\[ \tilde{C}(z, \theta) = \sum_{n=0}^{\infty} \tilde{C}_{n}(\theta) z^{n} \quad \text{and} \quad C(z, 0) = \sum_{n=0}^{\infty} C_{n}(0) z^{n}; \tag{2.23} \]

Multiplying (2.18) by \( z^{0} \) and (2.19) by \( z^{n} (n \geq 1) \), summing up from \( n = 0 \) to \( \infty \) and using (2.23), we get

\[ (\theta - \lambda + \lambda X(z)) \tilde{Q}_{1}(z, \theta) = Q_{1}(z, 0) - C(z, 0) \tilde{V}(\theta) \tag{2.24} \]
Multiplying (2.20) by $z^0$, (2.21) by $z^n$ ($1 \leq n \leq a-1$) and (2.22) by $z^n$ ($n \geq a$), summing up from $n = 0$ to $\infty$ and using (2.23), we get

$$(\theta - \lambda + \lambda X(z)) \tilde{Q}_j(z, \theta) = Q_j(z, 0) - \tilde{V}(\theta) \sum_{n=0}^{a-1} Q_{j-1,n}(0) z^n, \quad j \geq 2 \quad (2.25)$$

Multiplying (2.15) by $z^0$, (2.16) by $z^n$ ($1 \leq n \leq a-1$) and (2.17) by $z^n$ ($n \geq a$), summing up from $n = 0$ to $\infty$ and using (2.23), we get

$$(\theta - \lambda + \lambda X(z)) \tilde{C}(z, \theta) = C(z, 0) - \tilde{C}(\theta) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{m,n}(0) z^n \quad (2.26)$$

Multiplying (2.12) by $z^0$ and (2.13) by $z^i$ ($j \geq 1$), summing up from $j = 0$ to $\infty$ and using (2.23), we get

$$(\theta - \lambda + \lambda X(z)) \tilde{P}_i(z, \theta) = P_i(z, 0) - \tilde{S}(\theta) \left[ \sum_{m=a}^{b} P_{m,i}(0) + \sum_{l=1}^{\infty} Q_{l,i}(0) \right], \quad a \leq i \leq b-1 \quad (2.27)$$

Multiplying (2.12) by $z^0$ and (2.14) by $z^i$ ($j \geq 1$), summing up from $j = 0$ to $\infty$ and using (2.23), we get

$$z^b(\theta - \lambda + \lambda X(z)) \tilde{P}_b(z, \theta) = z^b P_b(z, 0) - \tilde{S}(\theta) \left[ \sum_{m=a}^{b} (P_{m}(z, 0) - \sum_{j=0}^{b-1} P_{m,j}(0) z^j) \right]$$

$$+ \tilde{S}(\theta) \left[ \sum_{l=1}^{\infty} (Q_l(z, 0) - \sum_{j=0}^{b-1} Q_{l,j}(0) z^j) \right] \quad (2.28)$$
By substituting $\theta = \lambda - \lambda X(z)$ in the equations (2.24) through (2.28), we get

$$Q_1(z, 0) = \widetilde{V}(\lambda - \lambda X(z)) C(z, 0)$$

(2.29)

$$Q_j(z, 0) = \widetilde{V}(\lambda - \lambda X(z)) \sum_{n=0}^{a-1} Q_{j-1}(0) z^n, \quad j \geq 2$$

(2.30)

$$C(z, 0) = \widetilde{C}(\lambda - \lambda X(z)) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n$$

(2.31)

$$P_i(z, 0) = \tilde{S}(\lambda - \lambda X(z)) \left[ \sum_{m=a}^{b} P_{mi}(0) + \sum_{i=1}^{\infty} Q_i(0) \right], \quad a \leq i \leq b-1$$

(2.32)

and

$$z^b P_b(z, 0) = \tilde{S}(\lambda - \lambda X(z)) \left\{ \left[ \sum_{m=a}^{b-1} P_m(z, 0) + P_b(z, 0) - \sum_{j=0}^{b-1} \sum_{m=a}^{b} P_{mj}(0) z^j \right] ight.$$ \left. + \left[ \sum_{i=1}^{\infty} (Q_i(z, 0) - \sum_{j=0}^{b-1} Q_{ij}(0) z^j) \right] \right\}$$

(2.33)

Now, solving for $P_b(z, 0)$ in (2.33), we have

$$(z^b - \tilde{S}(\lambda - \lambda X(z))) P_b(z, 0) = \tilde{S}(\lambda - \lambda X(z)) \left\{ \left[ \sum_{m=a}^{b-1} P_m(z, 0) - \sum_{j=0}^{b-1} \sum_{m=a}^{b} P_{mj}(0) z^j \right] ight.$$ \left. + \left[ \sum_{i=1}^{\infty} Q_i(z, 0) - \sum_{j=1}^{\infty} \sum_{i=1}^{\infty} Q_{ij}(0) z^j \right] \right\}$$

(2.34)

From the equation (2.34), we get

$$P_b(z, 0) = \frac{\tilde{S}(\lambda - \lambda X(z)) f(z)}{(z^b - \tilde{S}(\lambda - \lambda X(z)))}$$

(2.35)

where $f(z) = \sum_{m=a}^{b-1} P_m(z, 0) - \sum_{j=0}^{b-1} \sum_{m=a}^{b} P_{mj}(0) z^j + \sum_{i=1}^{\infty} (Q_i(z, 0) - \sum_{j=0}^{b-1} Q_{ij}(0) z^j).$
Substituting the expressions for $P_m(z, 0)$, $(a < m < b-1)$ from (2.32), $Q_i(z, 0)$ from (2.29) and $Q_j(z, 0)$, $(j > 2)$ from (2.30) in $f(z)$, we get

\[
f(z) = \sum_{i=a}^{b-1} \left[ \sum_{m=a}^{b} P_{mi}(0) + \sum_{l=1}^{\infty} Q_{li}(0) \right] - \sum_{j=0}^{b-1} \sum_{m=a}^{b} P_{mj}(0) z^j
\]
\[
+ \left[ \tilde{V} (\lambda - \lambda X(z)) \tilde{C} (\lambda - \lambda X(z)) \right] \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n
\]
\[
+ \tilde{V} (\lambda - \lambda X(z)) \sum_{n=0}^{\infty} \sum_{j=2}^{\infty} Q_{j-1 n}(0) z^n.
\]

From the equations (2.24) and (2.29), we get

\[
\tilde{Q}_1(z, \theta) = \frac{\left( \tilde{V} (\lambda - \lambda X(z)) - \tilde{V}(\theta) \right) \tilde{C} (\lambda - \lambda X(z)) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n}{(\theta - \lambda + \lambda X(z))} \tag{2.36}
\]

Similarly from the equations (2.25) and (2.30), we get

\[
\tilde{Q}_j(z, \theta) = \frac{\left( \tilde{V} (\lambda - \lambda X(z)) - \tilde{V}(\theta) \right) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n}{(\theta - \lambda + \lambda X(z))}, \quad j \geq 2 \tag{2.37}
\]

Equations (2.26) and (2.31) give us

\[
\tilde{C}(z, \theta) = \frac{\left( \tilde{C} (\lambda - \lambda X(z)) - \tilde{C}(\theta) \right) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n}{(\theta - \lambda + \lambda X(z))} \tag{2.38}
\]

From the equations (2.27) and (2.32), we get

\[
\tilde{P}_i(z, \theta) = \frac{\left( \tilde{S} (\lambda - \lambda X(z)) - \tilde{S}(\theta) \right) \sum_{m=a}^{b} P_{mi}(0) + \sum_{l=0}^{\infty} Q_{li}(0)}{(\theta - \lambda + \lambda X(z))}, \quad a \leq i \leq b-1 \tag{2.39}
\]
From the equations (2.28) and (2.35), we get
\[ \tilde{P}_b(z, \theta) = \frac{\left(\tilde{S}(\lambda - \lambda X(z)) - \tilde{S}(\theta)\right)f(z)}{(\theta - \lambda + \lambda X(z))(z^b - \tilde{S}(\lambda - \lambda X(z)))} \]  
(2.40)

Let \( P(z) \) be the probability generating function of the queue size at an arbitrary time epoch. Then,
\[ P(z) = \sum_{m=a}^{b-l} \tilde{P}_m(z, 0) + \tilde{P}_b(z, 0) + \tilde{C}(z, 0) + \sum_{l=1}^{\infty} \tilde{Q}_1(z, 0) \]  
(2.41)

Using the equations (2.36) through (2.40) in \( P(z) \) with \( \theta = 0 \), we get
\[ P(z) = \frac{\left(\tilde{S}(\lambda - \lambda X(z)) - 1\right)\sum_{i=a}^{b-l} \sum_{m=a}^{b} P_{ni}(0) + \sum_{l=1}^{\infty} Q_{1i}(0)}{(-\lambda + \lambda X(z))} \]
\[ + \frac{[\tilde{S}(\lambda - \lambda X(z)) - 1] f(z)}{(-\lambda + \lambda X(z))(z^b - \tilde{S}(\lambda - \lambda X(z)))} \]
\[ + \frac{[\tilde{C}(\lambda - \lambda X(z)) - 1] \sum_{n=0}^{a-l} \sum_{m=a}^{b} P_{mn}(0) z^n}{(-\lambda + \lambda X(z))} \]
\[ + \frac{\left(\tilde{V}(\lambda - \lambda X(z)) - 1\right)\tilde{C}(\lambda - \lambda X(z)) \sum_{n=0}^{a-l} \sum_{m=a}^{b} P_{mn}(0) z^n}{(-\lambda + \lambda X(z))} \]
\[ + \frac{\left(\tilde{V}(\lambda - \lambda X(z)) - 1\right) \sum_{n=0}^{a-l} \sum_{j=1}^{\infty} Q_{jn}(0) z^n}{(-\lambda + \lambda X(z))} \]  
(2.42)

Let \( p_i = \sum_{m=a}^{b} P_{mi}(0) \), \( q_i = \sum_{l=1}^{\infty} Q_{li}(0) \) and \( c_i = p_i + q_i \)  
(2.43)
Simplifying the equation (2.42) by using (2.43), we obtain

\[
\left(\tilde{S}(\lambda - \lambda X(z)) - 1\right)\sum_{i=a}^{b-1} (z^b - z^i) c_i + (z^b - 1)(\tilde{V}(\lambda - \lambda X(z)) - 1)\sum_{i=0}^{a-1} q_i z^i +
\]

\[
\left(\tilde{S}(\lambda - \lambda X(z)) - 1\right)(1 - \tilde{C}(\lambda - \lambda X(z)))\tilde{V}(\lambda - \lambda X(z))\sum_{i=0}^{a-1} p_i z^i +
\]

\[
P(z) = \frac{(z^b - 1)(\tilde{V}(\lambda - \lambda X(z))\tilde{C}(\lambda - \lambda X(z)) - 1)\sum_{i=0}^{a-1} p_i z^i}{(-\lambda + \lambda X(z))(z^b - \tilde{S}(\lambda - \lambda X(z)))}
\]

(2.44)

The probability generating function \(P(z)\) has to satisfy the condition \(P(1) = 1\). In order to satisfy the condition, applying L’Hospital’s rule and evaluating \(\lim_{z \to 1} P(z)\) and equating the expression to 1, we have to satisfy

\[
E(S) \sum_{m=a}^{b-1} (b - i) p_i + b(E(C) + E(V)) \sum_{i=0}^{a-1} p_i + b E(V) \sum_{i=0}^{a-1} q_i - \lambda (E(C)E(X)E(S)) \sum_{i=0}^{a-1} p_i = b - \lambda E(X)E(S)
\]

(2.45)

Since \(p_i\) and \(q_i\) are probabilities of ‘i’ customers being in the queue at service completion epoch and vacation completion epoch, respectively, it follows that the left hand side of the above expression must be positive. Thus \(P(1) = 1\) is satisfied if and only if \(b - \lambda E(X)E(S) > 0\). Define \(\rho\) as
Thus $\frac{\lambda E(X)E(S)}{b}$ is the condition to be satisfied for the existence of steady state for the model under consideration.

We express $q_0, q_1, q_2, \ldots, q_{a-1}$, in terms of $p_0, p_1, p_2, \ldots, p_{a-1}$ in the following theorem.

**Lemma 2.1**

Let $\alpha_i$ and $\gamma_i$ be the probabilities that ‘i’ customers arrive during a vacation and closedown time, respectively, then the probability generating functions of $\alpha_i$ and $\beta_i$ are given by

$$\sum_{i=0}^{\infty} \alpha_i z^i = \tilde{V}(\lambda - \lambda X(z))$$ and $$\sum_{i=0}^{\infty} \beta_i z^i = \tilde{C}(\lambda - \lambda X(z))$$

**Proof:**

Conditioning on the actual vacation length, number of arrivals and the group size, we get

$$\alpha_i = \int_0^\infty \left[ \sum_{m=0}^{\infty} \frac{(e^{-\lambda t})(\lambda t)^m g_i^{(m)}}{m!} \right] dV(t),$$

Where $g_i^{(m)}$ is the $m$ - fold convolution of $g_i$ with itself (i.e., total of $m$ arrivals make ‘i’ customers).
Multiplying the above equation by $z^i$ and taking the summation from $i = 0$ to $\infty$, we get

$$
\sum_{i=0}^{\infty} \alpha_i z^i = \int_0^\infty e^{-\lambda t} \left[ \sum_{m=0}^{\infty} \frac{(\lambda t)^m}{m!} \sum_{i=m}^{\infty} g_i^{(m)} z^i \right] dV(t)
$$

$$
= \int_0^\infty e^{-\lambda t} \left[ \sum_{m=0}^{\infty} \frac{(\lambda t)^m}{m!} [X(z)]^m \right] dV(t)
$$

$$
= \widetilde{V}(\lambda - \lambda X(z))
$$

Similarly the other result can be proved.

**Theorem 2.1**

$$
q_n = \sum_{i=0}^{n} K_i p_{n-i}, \quad n = 0, 1, 2, 3, \ldots, a-1
$$

(2.46)

where

$$
K_n = \frac{h_n + \sum_{i=1}^{n} \alpha_i K_{n-i}}{1 - \alpha_0}, \quad n = 1, 2, 3, \ldots, a-1 \text{ with } K_0 = \frac{\alpha_0 \beta_0}{1 - \alpha_0}, \quad h_n = \sum_{i=0}^{n} \alpha_i \beta_{n-i}
$$

and $\alpha_i$ and $\beta_i$ are the probabilities that ‘$i$’ customers arrive during vacation time and closedown time, respectively.

**Proof:**

Using the equations (2.29) and (2.30), we get

$$
\sum_{i=1}^{a} Q_i(z, 0) = \widetilde{V}(\lambda - \lambda X(z)) [C(z, 0) + \sum_{n=0}^{a-1} q_n z^n]
$$
\[
\sum_{n=0}^{\infty} q_n z^n = \tilde{V}(\lambda - \lambda X(z)) \left[ \tilde{C}(\lambda - \lambda X(z)) \sum_{n=0}^{a-1} p_n z^n + \sum_{n=0}^{a-1} q_n z^n \right]
\]

which, using Lemma 2.1, gives
\[
\sum_{n=0}^{\infty} q_n z^n = \left( \sum_{n=0}^{\infty} \alpha_n z^n \right) \left[ \sum_{j=0}^{\infty} \sum_{n=0}^{a-1} \beta_j z^j \sum_{n=0}^{a-1} p_n z^n + \sum_{n=0}^{a-1} q_n z^n \right]
\]

Equating the coefficients of \( z^n \) on both sides of the above equation for \( n = 0, 1, 2, \ldots, a-1 \), we have
\[
q_n = \sum_{j=0}^{n} \sum_{i=0}^{n-j} \alpha_n \beta_{n-i-j} p_n + \sum_{i=0}^{n} \alpha_{n-i} q_i
\]

Solving for \( q_n \), we get
\[
q_n = \frac{\sum_{j=0}^{n} \left( \sum_{i=0}^{n-j} \alpha_i \beta_{n-i-j} \right) p_j + \sum_{i=0}^{n} \alpha_{n-i} q_i}{1 - \alpha_0}
\]  \hspace{1cm} (2.47)

Coefficient of \( p_n \) in \( q_n \) is \( \frac{\alpha_0 \beta_{0}}{1 - \alpha_0} = K_0 \)

Coefficient of \( p_{n-1} \) in \( q_n \) is \( \left( \sum_{i=0}^{1} \alpha_i \beta_{n-i} + \alpha_1 \text{ coefficient of } p_{n-1} \text{ in } q_{n-1} \right) / (1 - \alpha_0) \)

\[
= \frac{h_1 + \alpha_0 K_0}{1 - \alpha_0} = K_1, \text{ where } h_1 = \sum_{i=0}^{1} \alpha_i \beta_{n-i}
\]

Coefficient of \( p_{n-2} \) in \( q_n \) is \( \left[ \sum_{i=0}^{2} \alpha_i \beta_{n-i} + \alpha_1 \text{ Coefficient of } p_{n-2} \text{ in } q_{n-1} \right] / ((1 - \alpha_0))
\]
\[ h_2 + \alpha_1 K_1 + \alpha_2 K_0 = K_2, \text{ where } h_2 = \sum_{i=0}^{2} \alpha_i \beta_{n-i} \]

Proceeding like this, we get

\[ h_n + \alpha_1 K_{n-i} \]

Coefficient of \( p_0 \) in \( q_n \) is

\[ \frac{h_n + \sum_{i=1}^{n} \alpha_i K_{n-i}}{1 - \alpha_0} = K_n \]

Therefore \( q_n = \sum_{i=0}^{n} K_i p_{n-i}, n = 0, 1, 2, 3, ..., a-1 \)

Hence \( \sum_{n=0}^{a-1} q_n z^n = \sum_{n=0}^{a-1} \left( \sum_{i=0}^{n} K_i p_{n-i} \right) z^n \)

\[ = \sum_{i=0}^{a-1} \left( \sum_{j=0}^{a-1-i} K_j z^{i+j} \right) p_i \]

Hence the theorem \( \square \)

Since \( q_i \), \( i = 0 \) to \( a-1 \) are expressed in terms of \( p_i, i = 0 \) to \( a-1 \). Now, the equation (2.44) gives that the probability generating function \( P(z) \) involving only ‘\( b \)’ unknowns. To find these constants, Rouche’s theorem of complex variables is used. By Rouche’s theorem, the expression \( z^b - \tilde{S}(\lambda - \lambda X(z)) \) has \( b - 1 \) zeros inside and one on the unit circle \( |z| = 1 \). Since \( P(z) \) is analytic within and on the unit circle, the numerator must vanish at these points, which gives \( b \) equations in \( b \) unknowns. These equations can be solved by any suitable numerical technique. Thus, the equation (2.44) gives the probability generating function of the number of customers in the queue at an arbitrary time.
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2.3 Expected Length of Busy Period

Let $B$ be the busy period random variable. We define another random variable $J$ as

$$J = 0, \text{ if the server finds less than } 'a' \text{ customers after the first service.}$$

$$= 1, \text{ if the server finds at least } 'a' \text{ customers after the first service.}$$

Now, expected length of busy period $E(B)$ is given by

$$E(B) = E(B/J = 0)P(J = 0) + E(B/J = 1)P(J = 1)$$

$$= E(S)P(J = 0) + [E(S) + E(B)] P(J = 1),$$

where $E(S)$ is the expected service time.

Solving for $E(B)$ we get,

$$E(B) = \frac{E(S)}{\sum_{i=0}^{a-1} p_i}$$  \hspace{1cm} (2.48)

2.4 Expected Length of Idle Period

If $I$ be idle period the random variable, then the expected length of idle period is given by,

$$E(I) = E(I_1) + E(C),$$

where $I_1$ is the random variable denoting the ‘Idle period due to multiple vacation process’, $E(C)$ is the expected closedown time.

We define another random variable $U$ as,
U = 0, if the server finds at least ‘a’ customers after the first vacation.
= 1, if the server finds less than ‘a’ customers after the first vacation.

Now, the expected length of idle period due to multiple vacations $E(I_1)$ is given by

$$E(I_1) = E(I_1/U = 0) P(U = 0) + E(I_1/U = 1) P(U = 1)$$

$$= E(V) P(U = 0) + [E(V) + E(I_1)] P(U = 1).$$

Where $E(V)$ is the expected vacation time

Solving for $E(I_1)$ we have,

$$E(I_1) = \frac{E(V)}{P(U = 0)}$$

(2.49)

To find $P(U = 0)$, we do some algebra using the equations (2.23) and (2.29), then

$$Q_1(z, 0) = \sum_{n=0}^{\infty} Q_{1n}(0) z^n = \tilde{V}(\lambda - \lambda X(z)) C(z, 0)$$

$$= \tilde{V}(\lambda - \lambda X(z)) [\tilde{C}(\lambda - \lambda X(z)) \sum_{n=0}^{a-1} \sum_{m=a}^{b} P_{mn}(0) z^n ]$$

$$= (\sum_{n=0}^{\infty} \alpha_n z^n)[\sum_{j=0}^{\infty} \beta_j z^j \sum_{n=0}^{a-1} p_n z^n ]$$

Equating the coefficients of $z^n (n = 0, 1, 2, 3, \ldots, a-1)$ on both sides, we get

$$Q_{1n}(0) = \sum_{j=0}^{n} \left( \sum_{j=0}^{n-1} \alpha_j \beta_{n-j} \right)p_n$$
\[ P(U = 0) = 1 - \sum_{n=0}^{a-1} Q_{1n}(0) \]

\[ = 1 - \sum_{n=0}^{a-1} \sum_{i=0}^{n} \left( \sum_{j=0}^{n-1} \alpha_j \beta_{n-i-j} \right) p_n \]  

(2.50)

where \( \alpha_i, \beta_i \) are the probabilities that 'i' customers arrive during vacation and closedown time. Using (2.49) and (2.50), the expected idle period \( E(I) \) is obtained as

\[ E(I) = \frac{E(V)}{1 - \sum_{n=0}^{a-1} \sum_{i=0}^{n} \left( \sum_{j=0}^{n-1} \alpha_j \beta_{n-i-j} \right) p_n} + E(C). \]  

(2.51)

### 2.5 Expected Queue Length

The expected queue length \( E(Q) \) at an arbitrary time epoch is obtained by differentiating \( P(z) \) at \( z = 1 \) and is given by

\[ E(Q) = \sum_{n=0}^{\infty} n p_n = P'(1) \]

\[ = f_1(X, S) \sum_{i=a}^{b-1} (b - i) c_i + f_2(X, S) \sum_{i=a}^{a-1} (b(b - 1) - i(i - 1)) c_i + f_3(X, S, V, S) \sum_{i=0}^{a-1} p_i \]

\[ + f_4(X, S, C, V) \sum_{i=0}^{a-1} p_i + f_5(X, S, V) \sum_{i=0}^{a-1} q_i + f_6(X, S, V) \sum_{i=0}^{a-1} i q_i \]

\[ E(Q) = \frac{2\lambda(E(X)(b - S1))^2}{2\lambda(E(X)(b - S1))^2} \]

(2.52)

The functions \( f_1, f_2, f_3, f_4, f_5 \) and \( f_6 \) are given by

\( f_1(X, S) = T2 S1 - T1 S2, \quad f_2(X, S) = T1 S1 \)

\( f_3(X, S, C, V) = T2 (S1-b)C1 + T1(b-2S1) C2 + T1(b(b-1)-2(b-S1)V1-2S2)C1 \)
\[ f_4(X, S, C, V) = 2bT_1V_1 - 4T_1S_1C_1, \]
\[ f_5(X, V, S) = bT_1 (V_2 + (b-1)V_1 - bV_1T_2) \]
\[ f_6(X, V, S) = 2bT_1V_1 \]

where
\[ S_1 = \lambda X_1 E(S), \quad S_2 = \lambda X_2 E(S) + \lambda^2 X_1^2 E(S^2), \quad X_1 = E(X), \quad X_2 = X''(1) \]
\[ V_1 = \lambda X_1 E(V), \quad V_2 = \lambda X_2 E(V) + \lambda^2 X_1^2 E(V^2), \]
\[ C_1 = \lambda X_1 E(C), \quad C_2 = \lambda X_2 E(C) + \lambda^2 X_1^2 E(C^2), \]
\[ T_1 = \lambda X_1(b - S_1), \quad T_2 = \lambda X_1(b - 1 - S_2) + X_2(b - S_1). \]

### 2.6 Expected Waiting Time

The expected waiting time is obtained by using the Little's formula

\[
E(W) = \frac{E(Q)}{\lambda E(X)}, \quad (2.53)
\]

where \( E(Q) \) is expected queue length as in \( (2.52) \).

### 2.7 Cost Model

Cost analysis is an important phenomenon in any system. In this Section, the total average cost of the queueing system is derived with the following assumptions:

- \( C_s \): Start-up cost per cycle
- \( C_h \): Holding cost per customer per unit time
- \( C_o \): Operating cost per unit time
- \( C_r \): Reward due to vacation per unit time
- \( C_u \): Closedown cost per unit time.
The length of cycle is the sum of the idle period and busy period. From the equations, (2.48) and (2.51), the expected length of cycle, \( E(T_c) \) is obtained as

\[
E(T_c) = E(I) + E(B)
\]

\[
= \frac{E(V)}{1 - \sum_{n=0}^{a-1} \sum_{i=0}^{n} \alpha_j \beta_{n-i-j} p_n} + E(C) + \frac{E(S)}{\sum_{i=0}^{a-1} p_i} \quad (2.54)
\]

The total average cost per unit is given by,

Total average cost = Start-up cost per cycle + Holding cost of number of customer in the queue + Operating cost\( \times \rho \)

+ Closedown time cost

- Reward due to vacation per unit time.

\[
\text{Total average cost} = C_s - C_t \frac{E(V)}{P(U = 0)} + C_u E(C) \frac{1}{E(T_c)} + C_h E(Q) + C_o \rho \quad (2.55)
\]

where \( \rho = \lambda E(X) E(S) / b \) and \( E(T_c), E(Q) \) are given in (2.54) and (2.52), respectively.

### 2.8 Numerical Example

A numerical model is analysed with the following assumptions:

(i) Service time distribution is k-Erlang with \( k = 2 \) and service rate \( \mu \)

(ii) Batch size distribution of the arrival is geometric with mean = 2.

(iii) Vacation time is exponential with parameter \( \alpha = 10 \)

(iv) Closedown time is exponential with parameter \( \beta = 7 \)
(v) Minimum service capacity \( a = 3 \)

(vi) Maximum service capacity \( b = 10 \)

(vii) Traffic intensity \( \rho = \frac{2\lambda k}{b \mu} \)

Since \( k = 2 \) and \( b = 10 \), \( z^b - \tilde{S}(\lambda - \lambda X(z)) \) will become a polynomial of degree twelve and it will have 9 roots inside, 2 roots outside and one on the unit circle \( |z| = 1 \). The zeros of the function \( z^b - \tilde{S}(\lambda - \lambda X(z)) \) are found by using MATLAB [41] and using the same, the simultaneous equations are solved.

The expected queue length \( E(Q) \), expected length of idle period \( E(I) \) and expected length of busy period \( E(B) \) and expected waiting times \( E(W) \) are computed and tabulated as detailed below:

Numerical results are presented in Tables 2.1 through 2.4

In Table 2.1, the results of performance measures of the queueing system are presented for the service rate 2.0 and the arrival rate ranging from 2.0 to 4.5. For the service rate 2.5 and arrival rate ranging from 2.0 to 6.0, results are given in Table 2.2. In Table 2.3, the service rate is taken as 3.0 and the arrival rate ranges from 2.0 to 7.0. Results are presented for the service rate 3.5 and the arrival rate ranges from 2.0 to 8.5 in Table 2.4.
From these tables, the following observations are made:

(i) Expected queue length increases, as arrival rate increases,

(ii) Expected queue length decreases, as service rate increases for a particular arrival rate (considering all the tables together).

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \rho )</th>
<th>( \text{E(Q)} )</th>
<th>( \text{E(B)} )</th>
<th>( \text{E(I)} )</th>
<th>( \text{E(W)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.4</td>
<td>2.5032</td>
<td>2.9640</td>
<td>0.1364</td>
<td>0.6258</td>
</tr>
<tr>
<td>2.5</td>
<td>0.5</td>
<td>3.7087</td>
<td>3.3116</td>
<td>0.1288</td>
<td>0.7417</td>
</tr>
<tr>
<td>3.0</td>
<td>0.6</td>
<td>5.5215</td>
<td>3.9815</td>
<td>0.1210</td>
<td>0.9202</td>
</tr>
<tr>
<td>3.5</td>
<td>0.7</td>
<td>8.5602</td>
<td>5.2090</td>
<td>0.1142</td>
<td>1.2229</td>
</tr>
<tr>
<td>4.0</td>
<td>0.8</td>
<td>14.6847</td>
<td>7.7676</td>
<td>0.1084</td>
<td>1.8356</td>
</tr>
<tr>
<td>4.5</td>
<td>0.9</td>
<td>33.1938</td>
<td>15.5832</td>
<td>0.1038</td>
<td>3.6882</td>
</tr>
</tbody>
</table>

Table 2.1 Arrival Rate versus Performance Measures for \( \mu = 2.0 \)

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( \rho )</th>
<th>( \text{E(Q)} )</th>
<th>( \text{E(B)} )</th>
<th>( \text{E(I)} )</th>
<th>( \text{E(W)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.32</td>
<td>1.7407</td>
<td>1.8425</td>
<td>0.1531</td>
<td>0.4352</td>
</tr>
<tr>
<td>2.5</td>
<td>0.40</td>
<td>2.4089</td>
<td>1.8869</td>
<td>0.1464</td>
<td>0.4818</td>
</tr>
<tr>
<td>3.0</td>
<td>0.48</td>
<td>3.2834</td>
<td>2.0399</td>
<td>0.1378</td>
<td>0.5472</td>
</tr>
<tr>
<td>3.5</td>
<td>0.56</td>
<td>4.4844</td>
<td>2.3118</td>
<td>0.1293</td>
<td>0.6406</td>
</tr>
<tr>
<td>4.0</td>
<td>0.64</td>
<td>6.2391</td>
<td>2.7524</td>
<td>0.1217</td>
<td>0.7799</td>
</tr>
<tr>
<td>4.5</td>
<td>0.72</td>
<td>9.0346</td>
<td>3.4862</td>
<td>0.1152</td>
<td>1.0038</td>
</tr>
<tr>
<td>5.0</td>
<td>0.80</td>
<td>14.1367</td>
<td>4.8481</td>
<td>0.1098</td>
<td>1.4137</td>
</tr>
<tr>
<td>5.5</td>
<td>0.88</td>
<td>26.1829</td>
<td>8.0770</td>
<td>0.1053</td>
<td>2.3803</td>
</tr>
<tr>
<td>6.0</td>
<td>0.96</td>
<td>86.9028</td>
<td>24.3414</td>
<td>0.1016</td>
<td>7.2419</td>
</tr>
</tbody>
</table>

Table 2.2 Arrival Rate versus Performance Measures for \( \mu = 2.5 \)
<table>
<thead>
<tr>
<th>λ</th>
<th>ρ</th>
<th>E(Q)</th>
<th>E(B)</th>
<th>E(I)</th>
<th>E(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.2667</td>
<td>1.3423</td>
<td>1.3140</td>
<td>0.1689</td>
<td>0.3356</td>
</tr>
<tr>
<td>2.5</td>
<td>0.3333</td>
<td>1.7818</td>
<td>1.2788</td>
<td>0.1647</td>
<td>0.3564</td>
</tr>
<tr>
<td>3.0</td>
<td>0.4000</td>
<td>2.3140</td>
<td>1.3060</td>
<td>0.1563</td>
<td>0.3857</td>
</tr>
<tr>
<td>3.5</td>
<td>0.4667</td>
<td>2.9801</td>
<td>1.3848</td>
<td>0.1467</td>
<td>0.4257</td>
</tr>
<tr>
<td>4.0</td>
<td>0.5333</td>
<td>3.8450</td>
<td>1.5177</td>
<td>0.1374</td>
<td>0.4806</td>
</tr>
<tr>
<td>4.5</td>
<td>0.6000</td>
<td>5.0160</td>
<td>1.7197</td>
<td>0.1291</td>
<td>0.5573</td>
</tr>
<tr>
<td>5.0</td>
<td>0.6667</td>
<td>6.6864</td>
<td>2.0234</td>
<td>0.1219</td>
<td>0.6686</td>
</tr>
<tr>
<td>5.5</td>
<td>0.7333</td>
<td>9.2411</td>
<td>2.4983</td>
<td>0.1158</td>
<td>0.8401</td>
</tr>
<tr>
<td>6.0</td>
<td>0.8000</td>
<td>13.5772</td>
<td>3.3096</td>
<td>0.1108</td>
<td>1.1314</td>
</tr>
<tr>
<td>6.5</td>
<td>0.8667</td>
<td>22.3834</td>
<td>4.9558</td>
<td>0.1065</td>
<td>1.7218</td>
</tr>
<tr>
<td>7.0</td>
<td>0.9333</td>
<td>49.0983</td>
<td>9.9326</td>
<td>0.1030</td>
<td>3.5070</td>
</tr>
</tbody>
</table>

Table 2.3 Arrival Rate versus Performance Measures for \( \mu = 3.0 \)
<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\rho$</th>
<th>E(Q)</th>
<th>E(B)</th>
<th>E(I)</th>
<th>E(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.2286</td>
<td>1.1014</td>
<td>1.0147</td>
<td>0.1837</td>
<td>0.2753</td>
</tr>
<tr>
<td>2.5</td>
<td>0.2857</td>
<td>1.4214</td>
<td>0.9549</td>
<td>0.1832</td>
<td>0.2843</td>
</tr>
<tr>
<td>3.0</td>
<td>0.3429</td>
<td>1.7875</td>
<td>0.9406</td>
<td>0.1761</td>
<td>0.2979</td>
</tr>
<tr>
<td>3.5</td>
<td>0.4000</td>
<td>2.2187</td>
<td>0.9583</td>
<td>0.1660</td>
<td>0.3170</td>
</tr>
<tr>
<td>4.0</td>
<td>0.4571</td>
<td>2.7414</td>
<td>1.0035</td>
<td>0.1553</td>
<td>0.3427</td>
</tr>
<tr>
<td>4.5</td>
<td>0.5143</td>
<td>3.3947</td>
<td>1.0772</td>
<td>0.1452</td>
<td>0.3772</td>
</tr>
<tr>
<td>5.0</td>
<td>0.5714</td>
<td>4.2376</td>
<td>1.1847</td>
<td>0.1362</td>
<td>0.4238</td>
</tr>
<tr>
<td>5.5</td>
<td>0.6286</td>
<td>5.3650</td>
<td>1.3373</td>
<td>0.1284</td>
<td>0.4877</td>
</tr>
<tr>
<td>6.0</td>
<td>0.6857</td>
<td>6.9400</td>
<td>1.5562</td>
<td>0.1218</td>
<td>0.5783</td>
</tr>
<tr>
<td>6.5</td>
<td>0.7429</td>
<td>9.2699</td>
<td>1.8828</td>
<td>0.1162</td>
<td>0.7131</td>
</tr>
<tr>
<td>7.0</td>
<td>0.8000</td>
<td>13.0114</td>
<td>2.4067</td>
<td>0.1115</td>
<td>0.9294</td>
</tr>
<tr>
<td>7.5</td>
<td>0.8571</td>
<td>19.8703</td>
<td>3.3622</td>
<td>0.1075</td>
<td>1.3247</td>
</tr>
<tr>
<td>8.0</td>
<td>0.9143</td>
<td>36.0987</td>
<td>5.6088</td>
<td>0.1041</td>
<td>2.2562</td>
</tr>
<tr>
<td>8.5</td>
<td>0.9714</td>
<td>117.9552</td>
<td>16.8859</td>
<td>0.1013</td>
<td>6.9385</td>
</tr>
</tbody>
</table>

**Table 2.4 Arrival Rate versus Performance Measures for $\mu = 3.5$**

The numerical results are also presented Tables in between 2.5 - 2.9 for the following parameters:

- (i) Vacation rate $\alpha = 10$
- (ii) Arrival rate $\lambda = 2$
- (iii) Minimum service capacity $a = 3$
- (iv) Maximum service capacity $b = 10$
- (v) Closedown rate ranging from 2 to 10.
In Table 2.5, results are presented for the service rate 1.5. For the service rate 2.0, 2.5, 3.0 and 3.5 results are presented respectively, in Tables 2.6 through 2.9.

From these tables, the following observations are made:

(i) Expected queue length increases, as closedown rate increases

(ii) Expected queue length decreases, when the service rate increases for a particular closedown rate (considering all the tables together).

<table>
<thead>
<tr>
<th>β</th>
<th>E(Q)</th>
<th>E(B)</th>
<th>E(I)</th>
<th>E(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.0388</td>
<td>5.3609</td>
<td>0.1169</td>
<td>0.7597</td>
</tr>
<tr>
<td>3</td>
<td>3.7096</td>
<td>5.7111</td>
<td>0.1183</td>
<td>0.9274</td>
</tr>
<tr>
<td>4</td>
<td>4.0262</td>
<td>5.9443</td>
<td>0.1190</td>
<td>1.0066</td>
</tr>
<tr>
<td>5</td>
<td>4.2090</td>
<td>6.1072</td>
<td>0.1193</td>
<td>1.0523</td>
</tr>
<tr>
<td>6</td>
<td>4.3276</td>
<td>6.2266</td>
<td>0.1196</td>
<td>1.0819</td>
</tr>
<tr>
<td>7</td>
<td>4.4106</td>
<td>6.3177</td>
<td>0.1198</td>
<td>1.1027</td>
</tr>
<tr>
<td>8</td>
<td>4.4719</td>
<td>6.3893</td>
<td>0.1199</td>
<td>1.1180</td>
</tr>
<tr>
<td>9</td>
<td>4.5191</td>
<td>6.4471</td>
<td>0.1200</td>
<td>1.1298</td>
</tr>
<tr>
<td>10</td>
<td>4.5564</td>
<td>6.4947</td>
<td>0.1201</td>
<td>1.1391</td>
</tr>
</tbody>
</table>

Table 2.5 Closedown Rate versus Performance Measures for μ = 1.5
### Table 2.6 Closedown Rate versus Performance Measures for $\mu = 2.0$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$E(Q)$</th>
<th>$E(B)$</th>
<th>$E(I)$</th>
<th>$E(W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.5581</td>
<td>2.6725</td>
<td>0.1285</td>
<td>0.3895</td>
</tr>
<tr>
<td>3</td>
<td>1.9857</td>
<td>2.7670</td>
<td>0.1321</td>
<td>0.4964</td>
</tr>
<tr>
<td>4</td>
<td>2.2097</td>
<td>2.8395</td>
<td>0.1340</td>
<td>0.5524</td>
</tr>
<tr>
<td>5</td>
<td>2.3461</td>
<td>2.8928</td>
<td>0.1352</td>
<td>0.5865</td>
</tr>
<tr>
<td>6</td>
<td>2.4376</td>
<td>2.9329</td>
<td>0.1359</td>
<td>0.6094</td>
</tr>
<tr>
<td>7</td>
<td>2.5032</td>
<td>2.9640</td>
<td>0.1364</td>
<td>0.6258</td>
</tr>
<tr>
<td>8</td>
<td>2.5524</td>
<td>2.9888</td>
<td>0.1368</td>
<td>0.6381</td>
</tr>
<tr>
<td>9</td>
<td>2.5907</td>
<td>3.0089</td>
<td>0.1371</td>
<td>0.6477</td>
</tr>
<tr>
<td>10</td>
<td>2.6213</td>
<td>3.0255</td>
<td>0.1374</td>
<td>0.6553</td>
</tr>
</tbody>
</table>

### Table 2.7 Closedown Rate versus Performance Measures for $\mu = 2.5$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$E(Q)$</th>
<th>$E(B)$</th>
<th>$E(I)$</th>
<th>$E(W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.0897</td>
<td>1.7364</td>
<td>0.1384</td>
<td>0.2724</td>
</tr>
<tr>
<td>3</td>
<td>1.3531</td>
<td>1.7618</td>
<td>0.1449</td>
<td>0.3383</td>
</tr>
<tr>
<td>4</td>
<td>1.5120</td>
<td>1.7892</td>
<td>0.1484</td>
<td>0.3780</td>
</tr>
<tr>
<td>5</td>
<td>1.6155</td>
<td>1.8113</td>
<td>0.1505</td>
<td>0.4039</td>
</tr>
<tr>
<td>6</td>
<td>1.6877</td>
<td>1.8287</td>
<td>0.1520</td>
<td>0.4219</td>
</tr>
<tr>
<td>7</td>
<td>1.7407</td>
<td>1.8425</td>
<td>0.1531</td>
<td>0.4352</td>
</tr>
<tr>
<td>8</td>
<td>1.7813</td>
<td>1.8536</td>
<td>0.1539</td>
<td>0.4453</td>
</tr>
<tr>
<td>9</td>
<td>1.8134</td>
<td>1.8628</td>
<td>0.1545</td>
<td>0.4533</td>
</tr>
<tr>
<td>10</td>
<td>1.8393</td>
<td>1.8704</td>
<td>0.1550</td>
<td>0.4598</td>
</tr>
</tbody>
</table>
### Table 2.8 Closedown Rate versus Performance Measures for $\mu = 3.0$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$E(Q)$</th>
<th>$E(B)$</th>
<th>$E(I)$</th>
<th>$E(W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8970</td>
<td>1.2791</td>
<td>0.1466</td>
<td>0.2243</td>
</tr>
<tr>
<td>3</td>
<td>1.0474</td>
<td>1.2791</td>
<td>0.1561</td>
<td>0.2618</td>
</tr>
<tr>
<td>4</td>
<td>1.1601</td>
<td>1.2891</td>
<td>0.1615</td>
<td>0.2900</td>
</tr>
<tr>
<td>5</td>
<td>1.2399</td>
<td>1.2989</td>
<td>0.1649</td>
<td>0.3100</td>
</tr>
<tr>
<td>6</td>
<td>1.2982</td>
<td>1.3072</td>
<td>0.1672</td>
<td>0.3245</td>
</tr>
<tr>
<td>7</td>
<td>1.3423</td>
<td>1.3140</td>
<td>0.1689</td>
<td>0.3356</td>
</tr>
<tr>
<td>8</td>
<td>1.3767</td>
<td>1.3196</td>
<td>0.1702</td>
<td>0.3442</td>
</tr>
<tr>
<td>9</td>
<td>1.4042</td>
<td>1.3243</td>
<td>0.1712</td>
<td>0.3510</td>
</tr>
<tr>
<td>10</td>
<td>1.4267</td>
<td>1.3283</td>
<td>0.1721</td>
<td>0.3567</td>
</tr>
</tbody>
</table>

### Table 2.9 Closedown Rate versus Performance Measures for $\mu = 3.5$

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$E(Q)$</th>
<th>$E(B)$</th>
<th>$E(I)$</th>
<th>$E(W)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8043</td>
<td>1.0120</td>
<td>0.1535</td>
<td>0.2011</td>
</tr>
<tr>
<td>3</td>
<td>0.8742</td>
<td>1.0013</td>
<td>0.1659</td>
<td>0.2186</td>
</tr>
<tr>
<td>4</td>
<td>0.9534</td>
<td>1.0034</td>
<td>0.1732</td>
<td>0.2383</td>
</tr>
<tr>
<td>5</td>
<td>1.0159</td>
<td>1.0073</td>
<td>0.1780</td>
<td>0.2540</td>
</tr>
<tr>
<td>6</td>
<td>1.0639</td>
<td>1.0112</td>
<td>0.1813</td>
<td>0.2660</td>
</tr>
<tr>
<td>7</td>
<td>1.1014</td>
<td>1.0147</td>
<td>0.1837</td>
<td>0.2753</td>
</tr>
<tr>
<td>8</td>
<td>1.1312</td>
<td>1.0177</td>
<td>0.1856</td>
<td>0.2828</td>
</tr>
<tr>
<td>9</td>
<td>1.1554</td>
<td>1.0202</td>
<td>0.1871</td>
<td>0.2889</td>
</tr>
<tr>
<td>10</td>
<td>1.1755</td>
<td>1.0224</td>
<td>0.1882</td>
<td>0.2939</td>
</tr>
</tbody>
</table>