CHAPTER 5

AN ENSEMBLE APPROACH FOR CREDIT CARD FRAUD DETECTION

The most important moral issue in the credit card trade is fraud involvement. The main aspires are, primarily, to recognize the different types of credit card fraud, and, secondly, to evaluate unconventional techniques that have been used in fraud detection. The sub-aim is to present, compare and examine recently published discovering in credit card fraud detection. Credit card fraud detection has developed a number of techniques via bunch of investigate interest and, with special importance on, data mining and distributed data mining have been recommended.

In our existing research we proceeded with the semi hidden Markov model (SHMM) where we got efficient result in credit card fraud detection. That is also having a larger class of practical problems that can be properly modelled in the setting of SHMM. Also major constraint is found, conversely, in mutually HMM and SHMM, i.e., it is generally imagined that there survives at least one observation connected with every state that the hidden Markov chain takes on. To improve the efficiency of SHMM in our proposed research we are combining the multiple observation of SHMM called Multiple Semi Hidden Markov Model (MSHMM) through this we can improve the detection accuracy better than the SHMM.

Our suggested methods of combining multiple learned fraud detectors under a “cost model” are common and obviously useful; our experimental results make obvious that we can significantly reduce loss due to fraud through distributed data mining of fraud models.
5.1 INTRODUCTION

The hidden Markov model (HMM) technique has turned out to be one of the majority successful techniques in the field of evaluation and detection (e.g., fraud detection, speech recognition detection). In the conventional HMM move toward the state duration is moreover of a unit interval or unreservedly unspecified to be geometrically dispersed to construct the fundamental method Markovian. A Semi hidden Markov model (SHMM) is an expansion of HMM designed to allow all-purpose allocations for the state intervals.

A number of instigators use expressions such as “HMM with variable duration” and “HMM with explicit duration” to denote what we call in this research work an SHMM. To the most excellent of our knowledge Ferguson is the first that examined the SHMM. In the ordinary discrete-time HMM and SHMM, an observable output is “emitted” at each discrete time, still at the same time as the hidden Markov state leftovers unchanged.

In some applications, however, observations may not of necessity be made frequently sufficient for one reason or an additional. In other words, watch for observations may be coarser than the ones for the hidden Markov chain and its associated output emissions. In such cases, evaluation of the state sequence and/or model factors have to be completed based on inadequate observations. The multiple observation probability is expressed as a combination of individual observation probabilities without losing generality in the Multiple HMM (Hidden Markov Model) technique.

The independence-dependence property of the observations is characterized by the combinatorial weights, and hence it gives us more freedom in making different
assumptions and also in deriving corresponding training equations. An additional assumption usually made in the conventional HMM and SHMM is that only one observable state is attached with the hidden state. In some other requests, multiple observations may be available associated with the hidden state sequence. Moreover, these multiple observation sequences may not be synchronous to each other.

In existing research work, the health states of components were modelled using state transition probability, state duration probability and observation probability using a semi-hidden Markov chain (SHMM). A modified forward-backward algorithm for SHMMs was used to estimate the parameters of SHMMs using discriminate function analysis the weight will be determined. For prognosis of remaining life, a state duration model-based prediction calculation procedure was provided.

The results show that the SHMMs can provide valuable timing information in the single operator case, whereas HMMs tend to be more robust to increased team complexity. From Maximum Entropy Principle (MEP), we know that when a computer system is running in normal state, the audit data it generates contains less information than that it generates when running in fraud state. Namely, the information entropy of fraud state is larger than that of normal state, so the information entropy can act as the metric in credit card fraud detection. But when the length of visible symbol sequence increases, the information entropy of visible symbol sequence will become larger and larger.

It only makes sense to compare the value of information entropy among the same-length sequences. In order to use entropy metric variable-length symbol sequences, we compute the Average Information Entropy (AIE) of visible symbol
sequences, and use it as the metric to distinguish between normal behaviours and anomaly behaviour. But there is a problem is that first the observation data possibly will be missing for a number of intervals. Following that there are multiple observation streams that are not necessarily synchronous to each other and possibly will have different “emission distributions” for the same state.

So in proposed research we are using multiple observation sequences which are associated with the semi hidden state sequence and these observations may not be synchronized to each other. We divide a large data set of labelled transactions (either fraudulent or legitimate) into smaller subsets by applying distributed data mining techniques to generate classifiers in parallel, and come together the resultant base models by meta-learning from the classifiers’ performance to produce a meta-classifier. in addition extensibility, combining multiple models computed over all available data produces meta-classifiers that can counterbalance the loss of predictive presentation that usually occurs when mining from data subsets or sampling. Furthermore, when we use the learned classifiers (for example, during transaction authorization), the base classifiers can carry out in parallel, with the meta-classifier then combining their results. So, our approach is highly efficient in generating these models and also relatively efficient in applying them. The contribution of our work is as follows:

1. In training phase obtain the card holder profile and calculate the probability.

2. Using the MSHMM create the observation model with multiple observations.

3. There is millions of credit card transactions processed each day. Mining such efficient techniques that scale using the distributed data mining
4. In testing phase the detection of fraud is obtained. If both probability value from multiple observation are same it will be a normal customer else there will be fraud signal will be provided.

5.2 CREDIT CARD FRAUD DETECTION USING SEMI HIDDEN MARKOV MODEL

An HMM is initially trained with the normal spending profile of the cardholder. If an incoming credit card transaction is not accepted by the trained HMM with sufficiently high probability and with threshold value, it is considered to be fraudulent. To provide better accuracy and to avoid computational complexity in fraud detection in proposed work Semi- Hidden Markov Model (SHMM) algorithm of anomaly detection is presented which computes the distance between the processes monitored by credit card detection system and the perfect normal processes. With this we are implementing another method for fraud detection is that having a key idea is to factorize marginal log-likelihood using a variation distribution over latent variables.

An asymptotic approximation, a Factorized Information Criterion (FIC) obtained by applying the Laplace method to each of the factorized components. Because of the normal state of a computer system may change over time, so training of Hidden Semi-Markov Model is also an important part in anomaly detection algorithms. For the hidden semi-Markov model \( k = (N, M, V, A, B, \pi) \) they constructed in previous section, both the distribution of state transfer probabilities \( A \) and the initial distribution of normal state and fraud state \( \pi \) are fixed values, so only the distribution of visible symbol for normal behaviour \( B_\theta = \{b_\theta(k)\} \), \( 1 \leq k \leq M \) need to be updated. The training can be implemented by system administrator on normal data sequences.
With this they have proposed approximation of marginal log likelihood (FIC) and an inference method (FAB) for Bayesian model selection for mixture models, as an alternative to VB inference. They have given their justifications (asymptotic consistency, convergence, etc) and analysed FAB mechanisms in terms of over fitting mitigation (shrinkage) and identifiably. Experimental results have shown that FAB outperforms state-of-the-art VB methods for a practical number of data in terms of both model selection performance and computational efficiency.
Their key idea is to factorize marginal log-likelihood using a variational distribution over latent variables. An asymptotic approximation, a factorized information criterion (FIC), is obtained by applying the Laplace method to each of the factorized components. In order to evaluate FIC, they proposed factorized asymptotic Bayesian inference (FAB), which maximizes an asymptotically-consistent lower bound of FIC. FIC and FAB have several desirable properties:

1) Asymptotic consistency with the marginal log-likelihood,

2) Automatic component selection on the basis of an intrinsic shrinkage mechanism, and 3) Parameter identifiably in mixture modelling.

5.3 MULTIPLE SEMI HIDDEN MARKOV MODEL

Consider a Markov chain with M states that are labelled as \{1, 2, ..., M\}, in which the probability of transition from state m’ to state m is denoted \(a_{m,m'}\), where m, m’ = 1, 2, ..., M, and the initial state probability distribution is given by \(\{\pi_m\}\). The Markov state is called a “hidden” state, when the state is not directly observable. If some output sequence that is probabilistically associated with the underlying hidden Markov chain is observable, then this doubly stochastic process is referred to as a hidden Markov model or an HMM. Let \(s_t\) denote the state that the system takes at time t, where \(t = 1, 2, ..., T\). We denote the state sequence as \(s\), but when we wish to be explicit about the interval, we adopt the notation \(s_{a\leq t \leq b}\), meaning \(s_t: a \leq t \leq b\). Similarly, let \(o_t\) denote the observable output at time t associated with state \(s_t\), and let \(b_m(s_t)\) be the probability of observing \(o_t\), given \(s_t = m\). We assume the “conditional independence” of outputs so that \(b_m(o_t^b) = \prod_{t=a}^{b} b_m(o_t)\), where \(o_t^b\) represents the observation sequence from time a to b. If, for instance, \(o_t\) is a function of \(s_t\).
observed through a channel with additive white noise, the above simple product form holds.

We present a special case of observation type \((f)\) defined above. We assume two sequences \(\{o_t\} \) and \(\{q_t\} \) are available as the outputs of an SHMM state sequence. The conditional probability that \(o_t\) appears when the state is at \(m\) is given by \(b_m(c_t)\) and the corresponding conditional probability for the second output is given by \(c_m(c_t)\). If we introduce some random delay \(\tau\) between the two output sequences, these two sequences are no longer synchronized. The symbol \(\emptyset_t\) represents the missed observation (i.e., null observation) of the output at time \(t\). Because the observation may not necessarily be made at every time interval, we denote the set of the observation time instants \(G = \{t_1, t_2, ..., t_n\}\), where \(1 \leq t_1, t_n \leq T\). Then we can denote the observation sequence.

\[
o_{\emptyset}^{b} = \{o_t \mid a \leq t \leq b, \text{and } t \in G\}
\]
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**Fig 5.3.1: An example of multiple observation sequences**
5.3.1 Evaluation of SHMM with Multiple Observation Sequences

We now discuss a case where multiple sequences of observations are available. These multiple observation sequences may have their observation intervals, starting points, etc. different from others. In Fig. 5.3.1 we show only two observation sequences \( \{o_t\} \) and \( \{q_t\} \). There is a delay \( \tau \) between the two observation sequences, where \( \tau \) takes on a value from \( \{0, \pm 1, \pm 2, \ldots\} \). Either of the two streams can be any type of the observation or missing patterns discussed.

**Dynamic Generation of Observation Symbols**

For each cardholder, we train and maintain an HMM. To find the observation symbols corresponding to individual cardholder's transactions dynamically, we run a clustering algorithm on his past transactions. Normally, the transactions that are stored in the issuing bank's database contain many attributes. For our work, we consider only the amount that the cardholder spent in his transactions. The clustering process is done by using the distributed data mining technique. In this section we describe previous research in meta-learning and in particular address the following specific research issues:

1. Using a variety of statistical, information-theoretic and the characterization of datasets is performed.

2. By applying a set of algorithms at the base level and combining these through a meta learner information is extracted.

3. To accelerate the rate of learning process, knowledge is extracted through a continuous learner.
Meta-learning (learning from learned knowledge) technique is dealing with the problem of computing a global classifier from large and inherently distributed databases. A number of independent classifiers “base classifiers” are computed in parallel. The base classifiers are then collected and combined to a “meta-classifier” by another learning process. Meta-classifiers can be defined recursively as collections of classifiers structured in multi-level trees. Such structures, however, can be unnecessarily complex, meaning that many classifiers may be redundant, wasting resources and reducing system throughput.

- The predictive accuracy of base classifiers is improved.

- Assuming that a system consists of several databases interconnected through an intranet or internet, the goal is to provide the means for each data site to utilize its own local data and, at the same time, benefit from the data that is available at other data sites without transferring or directly accessing that data.

**Spending Profile of Cardholders**

The spending profile of a cardholder suggests his normal spending behaviour. Cardholders can be broadly categorized into three groups based on their spending habits, namely, high-spending (hs) group, medium-spending (ms) group, and low-spending (ls) group. Spending profiles of cardholders are determined at the end of the clustering step.
5.4 Experimental Results

The performance of the proposed approach is evaluated by using the credit card transaction data set using the software MATLAB.

The performance of the proposed algorithm is based on the following factors
1) Precision 2) Recall 3) F-Measure

5.4.1 Precision Comparison

This graph shows the precision rate of existing and proposed system based on two parameters of precision and the number of Dataset. From the graph we can see that, when the number of number of Dataset is advanced the precision also developed in proposed system but when the number of number of Dataset is improved the precision is reduced somewhat in existing system than the proposed system. From this graph we can say that the precision of proposed system is increased which will be the best one. The values are given in Table 5.4.1.

Table 5.4.1 Number of Dataset vs. Precision

<table>
<thead>
<tr>
<th>S.NO</th>
<th>Number of Dataset</th>
<th>MSHMM</th>
<th>SHMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>0.3</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.52</td>
<td>0.45</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>0.63</td>
<td>0.56</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>0.69</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.75</td>
<td>0.64</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>0.8</td>
<td>0.71</td>
</tr>
</tbody>
</table>

In this graph we have chosen two parameters called number of Dataset and precision which is help to analyse the existing system and proposed systems. The precision parameter will be the Y axis and the number of dataset parameter will be the X axis.

The blue line represents the existing system and the red line represents the proposed system. From this graph we see the precision of the proposed system is higher than
the existing system. Through this we can conclude that the proposed system has the effective precision rate.

5.4.2. Recall Comparison

This graph shows the recall rate of existing and proposed system based on two parameters of recall and number of Dataset. From the graph we can see that, when the number of number of Dataset is improved the recall rate also improved in proposed system but when the number of number of Dataset is improved the recall rate is reduced in existing system than the proposed system. From this graph we can say that the recall rate of proposed system is increased which will be the best one. The values of this recall rate are given below:
Table 5.4.2: Number of Dataset vs. Recall

<table>
<thead>
<tr>
<th>S.NO</th>
<th>Number of Dataset</th>
<th>MSHMM</th>
<th>SHMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.43</td>
<td>0.32</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>0.5</td>
<td>0.42</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>0.59</td>
<td>0.49</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.72</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>0.87</td>
<td>0.69</td>
</tr>
</tbody>
</table>

In this graph we have chosen two parameters called number of Dataset and recall which is help to analyze the existing system and proposed systems on the basis of recall. In X axis the Number of dataset parameter has been taken and in Y axis Recall Rate.
recall parameter has been taken. From this graph we see the recall rate of the proposed system is in peak than the existing system. Through this we can conclude that the proposed system has the effective recall.

5.4.3. F-Measure Comparison

This graph shows the F measure rate of existing and proposed system based on two parameters of F measure and number of Dataset. From the graph we can see that, when the number of number of Dataset is improved the F measure rate also improved in proposed system but when the number of number of Dataset is improved the F measure rate is reduced in existing system than the proposed system. From this graph we can say that the F measure rate of proposed system is increased which will be the best one. The values of this F measure rate are given below:

<table>
<thead>
<tr>
<th>S.NO</th>
<th>Number of Dataset</th>
<th>MSHMM</th>
<th>SHMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>0.89</td>
<td>0.76</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0.82</td>
<td>0.71</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>0.74</td>
<td>0.62</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>0.65</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>0.54</td>
<td>0.42</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>0.42</td>
<td>0.32</td>
</tr>
</tbody>
</table>

In this graph we have chosen two parameters called number of Dataset and recall which is help to analyse the existing system and proposed systems on the basis of F measure. In X axis the Number of dataset parameter has been taken and in Y axis F measure parameter has been taken. From this graph we see the F measure of the proposed system is in peak than the existing system. Through this we can conclude that the proposed system has the effective F measure.
5.5 SUMMARY

The fundamental assumption in the existing HMM and SHMM models is that there is at least one observation produced per state visit and that observations are exactly the outputs of states. In some applications, these assumptions are too restrictive. We extended the ordinary HMM and SHMM to the model with missing data and multiple observation sequences. In our project Multiple Semi Hidden Markov Model is implemented to provide better fraud detection mechanism. Where the multiple observations will be collected using distributed data mining technique and the detection phase is successfully executed. From the calculation of the probability values the training value and the testing value will be compared. If two values are same then there is no anomaly detection other than that there can be a false alarm generation to denote the anomaly involvement.